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Abstract
Diabetic retinopathy (DR) and diabetic macular edema (DME) are both serious eye conditions associated with diabetes and if 
left untreated, and they can lead to permanent blindness. Traditional methods for screening these conditions rely on manual 
image analysis by experts, which can be time-consuming and costly due to the scarcity of such experts. To overcome the 
aforementioned challenges, we present the Modified CornerNet approach with DenseNet-100. This system aims to local-
ize and classify lesions associated with DR and DME. To train our model, we first generate annotations for input samples. 
These annotations likely include information about the location and type of lesions within the retinal images. DenseNet-100 
is a deep CNN used for feature extraction, and CornerNet is a one-stage object detection model. CornerNet is known for its 
ability to accurately localize small objects, which makes it suitable for detecting lesions in retinal images. We assessed our 
technique on two challenging datasets, EyePACS and IDRiD. These datasets contain a diverse range of retinal images, which 
is important to estimate the performance of our model. Further, the proposed model is also tested in the cross-corpus scenario 
on two challenging datasets named APTOS-2019 and Diaretdb1 to assess the generalizability of our system. According to the 
accomplished analysis, our method outperformed the latest approaches in terms of both qualitative and quantitative results. 
The ability to effectively localize small abnormalities and handle over-fitted challenges is highlighted as a key strength of 
the suggested framework which can assist the practitioners in the timely recognition of such eye ailments.
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1 Introduction

Diabetes patients experience higher sugar levels when com-
pared to individuals in good health and have an increased 
chance of growing unusual eye illnesses, including diabetic 
retinopathy (DR), diabetic macular edema (DME), glau-
coma, and cataracts. DR is a vision-threatening condition 
affecting diabetic individuals’ retinal vessel structure and 
manifests as microaneurysms, hemorrhages, and soft and 
hard exudates. Microaneurysms, which develop as tiny red 

spots on retinas as a result of abnormalities in venous bound-
aries, represent an acute medical condition [1]. Hemorrhages 
are caused by blood leaking from injured veins and emerge 
in the form of deep red patches on the retina, whereas soft 
exudates are white moles that arise as a result of the closure 
of the arteriole. Hard exudates are yellowish in appearance, 
more vibrant, and crusty patches that develop on retinal 
tissue as a result of blood flow from the capillaries. Non-
proliferative diabetic retinopathy (NPDR) and proliferative 
diabetic retinopathy (PDR) are the two basic forms of DR 
[2]. A typical initial stage of DR, called NPDR, is further 
broken down into three types: minor, moderate, and chronic. 
PDR is the acute form of DR, which is considered by the 
swelling of aberrant blood vessel formation in the lens of 
the eye that may surge and bleed into the retina, weakening 
eyesight. Once DR impacts the retinal area, it progresses 
to DME, which is a severe phase of eye abnormality. DME 
causes the macula to enlarge as an outcome of the accumula-
tion of liquid, which is the major portion of the retina and is 
focused to deliver clear and centered eyesight [3, 4].
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The World Health Organization predicts that the percent-
age of people with DR will reach 33% in the decades to 
come as the rate of reported diabetic numbers increases [5]. 
Minor anomalies that enhance blood circulation are the first 
signs of DR. This may result in PDR, a condition in which 
retinal cells and subsequently the exterior of the eye develop 
additional blood vessels. But DR frequently goes unnoticed 
until it has proceeded to the point where it causes DME, 
leading to an enormous impairment of sight. DME is an 
extreme form of DR that worsens as the retina thickens due 
to arterial vein leakage. The likelihood of eyesight deficit 
can be degraded by 90% with the prompt identification of the 
DR and the seriousness of the condition, revealed by find-
ings from the Early Treatment Diabetic Retinopathy Study 
(ETDRS) [6]. Surveys recommended that diabetic people get 
routine eye exams and, if necessary, consider laser photo-
coagulation to mitigate vision problems. However, there are 
several practical difficulties in the identification of DR, such 
as the requirement for field investigators and social, informa-
tive, and economic viability [7, 8]. Minor-stage sufferers do 
not need any special examination care, but they should make 
sure that their sugar level is under control. To stop the pro-
gression of DR into more serious phases, frequent checkups 
are recommended [9, 10].

Various efforts are put by researchers to introduce com-
puter-aided systems for the prompt and trustworthy iden-
tification of eye disorders; however, there remain several 
open challenges that need further enhancement. The extreme 
variations in the structure and mass of the various eye moles 
make it difficult to locate numerous types of eye lesions (i.e., 
DR, DME) with a single model. Moreover, a huge resem-
blance is noticed among the normal and infected portions of 
the eye regions which also imposes a major hindrance to the 
exact recognition of the affected regions. There exist several 
image alterations, i.e., the impact of noise, clutter, bright-
ness, color, and light modifications which also complicate 
the automated discovery of DR, and DME moles from the 
samples. Furthermore, the studies from history are unable 
to locate the DR moles because of their minute size. The 
proposed approach is suggested to overwhelm the problems 
of existing studies by proposing an effective deep learning 
strategy called custom CornerNet. We altered the traditional 
CornerNet approach by establishing a more reliable and pro-
ficient framework called the DenseNet-100. Primarily, the 
DenseNet-100 approach computes a distinctive and nominal 
set of sample characteristics from the fundus samples which 
are then identified by the one-step locator and classifier of 
the CornerNet approach. An extensive evaluation involving 
a complicated and diverse set of data samples is presented in 
the proposed study to exhibit the significance of the planned 
approach. Our experimental results elaborated both in the 
form of visual and numeric representation that our model is 
effective in locating all forms of spots (DR, DME), ranging 

from minor to serious symptoms of eye illnesses. The most 
important contributions of our research are stated as:

1. Unified approach for diabetic eye disease detection: We 
propose a unified approach that effectively detects and 
localizes both diabetic retinopathy (DR) and diabetic 
macular edema (DME) lesions within retinal images.

2. Enhanced diagnostic accuracy: Our approach achieves 
high classification and localization performance by com-
bining the strengths of DenseNet-100 for feature extrac-
tion and CornerNet for accurate lesion localization and 
demonstrates superior diagnostic accuracy compared to 
existing methods.

3. Computational efficiency: We present a computation-
ally efficient model that utilizes an improved CornerNet 
approach, employing a one-step strategy for diagnos-
ing eye lesions making it suitable for real-time clinical 
applications and large-scale screening programs.

4. Robustness to variability: Our method exhibits a high 
degree of robustness in recognizing eye lesions of vary-
ing sizes and shapes, as well as in addressing common 
sample artifacts such as noise, color variations, and 
changes in brightness and position.

5. Generalization and scalability: Our proposed model 
demonstrates robust performance across multiple chal-
lenging datasets, showcasing its ability to generalize 
well to different imaging conditions and patient demo-
graphics.

The remaining paper is formatted as follows: the work 
from existing studies is discussed in Section 2, whereas our 
model is defined in Section 3, the dataset description along 
with the model testing results are provided in Section 4, and 
Section 5 concludes the entire manuscript and provides the 
future directions.

2  Related work

This section shows an analysis of historic approaches offered 
for DR and DME recognition from the fundus images. 
Reddy et al. [8] proposed a DL structure to classify the input 
images either as DR or DME-effected. First, the ResNet-50 
was employed to extract the joint features for the DR, and 
DME eye abnormities. In the next step, an attention module 
was proposed to attain the abnormality-specific keypoints to 
distinguish the DR and DME disease symptoms. After this, 
the features were passed to the optimal keypoint nomina-
tion phase and to accomplish the grouping task to distribute 
a sample into 2 categories of diseases. The approach [8] 
performed well in differentiating the DR and DME-effected 
samples; however, this method is unable to identify the dis-
ease portions in the given sample. Bogacsovics et al. [11] 
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proposed an ensemble method to classify the various types 
of eye diseases by merging the hand-coded features with 
the deep keypoints. Initially, a frequency modularization 
approach was used to extract the hand-crafted features from 
a given sample on which the K-mean was applied to group 
the extracted keypoints into 30 groups. Then, for deep key-
points, various DL frameworks like MobileNet, ResNet-50, 
and AlexNet were adopted. The features from both DL 
and conventional ML descriptors were combined to gener-
ate the final set of sample characteristics which was later 
passed to the classification phase for image categorization. 
The work [11] improves the performance of the model in 
classifying eye abnormalities, however, at a higher com-
puting cost. Reddy et al. [12] employed the perception of 
the graph-based CNN (GCN) framework for the recogni-
tion of DR and DME eye abnormalities. First, a dual GCM 
module was used to assess a given sample and capture the 
visual characteristics for both DR and DME diseases. Next, 
a new feature optimization strategy was adopted to select 
the more relevant set of image information by employing 
an improved hunting optimizer approach. In the last stage, 
the selected features were passed to the classifier for sample 
distribution into relevant classes. This work [12] performs 
effectively well to recognize the DR, and DME images, how-
ever, unable to tackle the distorted images. Lu et al. [13] 
adopted the idea of using transfer learning for recognizing 
the DR and DM-effected images. Primarily, a preprocess-
ing phase was used to boost the graphic presence of the 
suspected samples. Then, a pre-trained DL model named the 
ShuffleNet-V2 was applied to capture a dense set of image 
information and perform the classification task. This work 
[13] shows an efficient solution for recognizing the DR and 
DME images; however, classification results require more 
enhancement. Usman et al. [14] also discussed a DL model 
for classifying the various groups of DR disease. First, a 
step was adopted to improve the look of the examined sam-
ples. Then, the PCA algorithm was used for extracting the 
visual details of images accompanied by various pertained 
DL frameworks. The extracted features were passed to the 
classifier unit for distributing the samples into different types 
of DR disease. The approach [14] shows better classification 
results, however focuses on recognizing the disease symbols 
of only DR eye abnormality. Wu et al. [15] also proposed 
a DL framework for the diagnosis of DME eye anomalies. 
This work suggested an approach called SeNet, a 154-lay-
ered dense network to capture the visual characteristics of 
the input samples and execute the categorization job. The 
approach [15] has shown effective results in classifying vari-
ous groups of DME eye diseases, however not proficient 
in performing well for distorted samples. Jiwani et al. [16] 
suggested a CNN approach to recognize various types of 
eye abnormalities. The work [16] introduced a lightweight 
approach for deep keypoints extraction and classification; 

however, performance requires further improvements. 
Another similar work was discussed in [17] to recognize the 
DR and DME-effected samples. This approach shows better 
eye disease recognition results, however is not proficient at 
tackling the images with huge light variations. Nasir et al. 
[18] employed a pre-trained DL network called ResNet50 for 
the recognition of DR and DME-effected samples. The work 
utilized the ResNet50 as an end-to-end network to capture 
the image data and perform the classification task. The work 
[18] shows enhanced classification results, however, with 
increased computing power. Saranya et al. [19] also utilized 
the concept of an end-to-end framework for detecting DR 
and DME eye diseases. Specifically, the work used the VGG-
16 approach for dense keypoint computation and accom-
plished the classification task. This work [19] is robust in 
classifying the various types of eye disorders; however, it 
suffers from a huge computing burden.

Sarki et al. [20] presented a CNN model to classify vari-
ous types of eye abnormalities like DR, DME, and glaucoma 
from the fundus images. This approach employed various 
convolution layers for separating a nominative set of sam-
ple features followed by a classification module to distrib-
ute a given sample into related groups; however, the model 
requires improvement. Another DL framework was debated 
in [21] where a localized triangulated feature descriptor was 
utilized to capture the image data of the examined images. 
After extracting the keypoint vector set from the fundus 
images, a classification module was used to distribute the 
samples into various groups of DME. This approach [21] 
shows better classification results; however, the work is just 
focused on recognizing various types of DME abnormali-
ties. A newly designed CNN framework was elaborated in 
[22] that utilized various convolution layers to extract the 
visual information of fundus samples. The approach [22] 
provides a lightweight solution for recognizing numerous 
eye disorders; however, the categorization scores require 
further improvements. He et al. [23] utilized a DL approach 
called the Swin-Poly Transformer framework for classify-
ing eye disorders from fundus images. This approach [23] 
shows enhanced classification results, however, at the cost 
of increased computing power. A VGG-16-based DL frame-
work was suggested in [24] to recognize the five groups 
of eye disorders, however needs huge training samples. 
Another approach utilized the concept of transfer learning 
in [25] by utilizing the DenseNet121 framework to recognize 
the eye diseases from the examined images. This approach 
[25] shows better classification values; however, the work 
is focused on only recognizing the samples of DME eye 
disease. Nazir et al. [2] presented the concept of utilizing 
the concept of object identification approach to recognize 
eye disorders. For this reason, the work [2] suggested an 
improved CenterNet approach to locate and distribute the 
samples into related groups. The work [2] shows proficient 
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results in recognizing the DR and DME-effected samples 
under the incidence of light, and brightness alterations, 
however, unable to tackle the samples with huge color vari-
ations. The performed analysis shows that a vast effort has 
been put in by the researchers for the timely and effective 
classification of eye abnormalities; however, there is still a 
performance gap that needs further improvements.

3  Presented model

This part of the paper comprises the elaboration of the 
suggested work to automatically recognize the DR and 
DME-effected fundus images. The major motivation of the 
designed model is to suggest such architecture that is both 
reliable and efficient to obtain a consistent set of sample 
keypoints and accomplish the localization and classification 
task. The presented approach comprises two key phases to 
fulfill the DR and DME recognition task elaborated as (i) 
sample annotations are generated for all fundus images by 
locating the region of interest (i.e., DR and DME lesions) 
used to tune the model for recalling the mentioned eye 
abnormalities, (ii) later the trained model is tested on images 
from the test set to check the validity of the approach. Pre-
cisely, a custom CornerNet approach [26] is suggested by 
proposing a 100-layered DenseNet model as the feature 
extractor. The model works by utilizing the DenseNet-100 
framework for calculating a dense set of sample character-
istics, which are then passed as input to the one-step loca-
tor of the CornerNet model to accomplish the localization 
and classification of the DR and DME lesions. Lastly, the 
classification results of our method are computed with the 
help of numerous standard performance measures utilized in 
object recognition. The in-depth depiction of the suggested 
approach is provided in Fig. 1.

3.1  Annotated samples generation

The key factor for the effective localization empowerment of 
an object recognition framework is to train it with the exact 

location of the region of interest in the training samples. For 
this reason, we initially created the annotations by employ-
ing a standard tool named the LabelImg tool [27]. These 
annotations briefly describe the details about the location of 
affected regions (i.e., DR and DME) in the fundus samples 
along with the associated class labels by drawing a rectangu-
lar box around them. This data is kept in an XML file which 
is employed during the model training phase.

3.2  CornerNet

The CornerNet [26] approach is a one-phase object rec-
ognition framework that locates and classifies the lesions 
from an examined sample in a single step via comput-
ing the deep characteristics. It estimates the top-left (TL) 
and bottom-right (BR) corners to draw rectangular boxes 
around the detected region of interest more effectively 
and reliably in comparison with other anchor-oriented 
approaches [28, 29]. The CornerNet approach comprises 
two major units which are recognized as the feature extrac-
tor, and prediction component. First, the network employs 
a keypoint extractor unit to calculate a group of dense 
feature maps that are later utilized to estimate offset, 
heatmaps (HPs), embeddings, and class (C). The HPs are 
used to estimate the likelihood of predicting whether a 
located corner point belongs to a certain category, while 
the embeddings are concerned with discriminating various 
corner point groups and offsets are measured for regu-
lating the location of infected regions. The TL and BR 
estimated corner points with the highest values are uti-
lized to predict the appropriate position of the bounding 
box, while the output label is estimated by employing the 
embedding spaces among the related keypoint groups. The 
conventional CornerNet approach shows effective results 
in various areas of object recognition [28, 30–32]. How-
ever, various eye lesions like DR and DME possess dis-
tinctive characteristics like the lesions with tiny volume 
and extensive colored resemblance with the healthy part 
of the eye makes them complicated to be effectively recog-
nized by various object recognition approaches. To tackle 

Fig. 1  Graphic description of the suggested approach for DR and DME recognition
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the complication of existing works, we have proposed an 
effective strategy named the improved CornerNet model to 
reliably locate and categorize both the DR and DME eye 
abnormalities from the fundus samples. We have utilized 
an effective feature extractor called the DenseNet-100 
as the base network of the CornerNet approach to boost 
the framework proficiency to recognize the various eye 
abnormalities with high precision. The lightweight archi-
tectural description and better image information estima-
tion empowerment of the utilized keypoint estimator have 
provided the improved CornerNet approach with both the 
processing and recognition edge over the conventional 
approach.

The main cause to nominate the CornerNet approach for 
the recognition of DR and DME eye disorders is because 
of its capability to robustly locate regions of interest by 
utilizing the cornerpoint’s estimation with better criteria 
for the adjustment of bounding boxes [28, 29, 33–35]. The 
framework nominates a highly co-related set of keypoint 
groups to identify objects without the need to utilize a 
huge set of anchor boxes for various areas of focus in 
contrast to other 1-step object recognition models, i.e., 
SSD [33], and YOLO (v2, v3) [34], whereas two-phase 
object locator approaches like RCNN [35], Fast-RCNN 
[28], and Faster-RCNN [29]) show extensive computing 
burden. Comparatively, the presented approach shows a 
better compromise for both classification results and com-
putational complexity by introducing an effective keypoint 

extractor with a small number of parameters and improved 
recognition ability.

3.3  Improved CornerNet

A sample is represented semantically and robustly by an 
underlying feature extractor that collects its visual charac-
teristics. Since eye abnormalities like DR and DME have 
compact representation; therefore, more accurate and dis-
criminatory properties are needed to separate them from the 
complex surroundings, such as evolving capture viewpoints, 
intensity, luminance situations, and distortion. The original 
CornerNet framework was proposed with the Hourglass104 
base network [26]. The Hourglass net has the unavoidable 
drawback of being computationally costly, i.e., requiring a 
large number of model parameters and storage constraints, 
which delays the identification operation and lowers the 
algorithm’s overall effectiveness. To increase network resil-
ience and obtain greater efficacy, we modified the feature 
estimator of the conventional model to locate and categorize 
the eye lesions [36]. Specifically, the DenseNet-100 [37] is 
adopted as the base unit of the improved CornerNet model.

3.3.1  DenseNet‑100

The DenseNet-100 is less dense than the HourGlass-104 
approach and comprises a total of 100 layers with 4 dense 
units. Figure 2 displays the fundamental structure of the used 

Fig. 2  Visual representation of 
DenseNet architecture. a Dense 
blocks. b Transition blocks
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DenseNet-100 model. The employed feature estimator com-
prises small model parameters with only 7.08 million in con-
trast to the HourGlass-104 approach with 187 million param-
eters, providing a computational edge to the DenseNet-100 
model. In DenseNet, all model layers are strongly linked 
with each other where keypoint mappings from lower layers 
are transmitted onto higher layers. Because the DenseNet 
design encourages the reuse of characteristics and improves 
the exchange of data across the network’s components, it is 
suitable for effectively tackling sophisticated alterations of 
eye abnormalities [37].

The network architecture of DenseNet has numerous con-
volution layers (Conv), dense units (DBs), and transition 
layers. A major part of the DenseNet approach is that DBs 
deeply interlinked with each other. A view of DB is given 
in Fig. 2a in which z0 designates the input layer comprising 
f0 keypoint mappings, while Hn(.) indicates a cumulative 
method performing 3 components: a 3 × 3 Conv window, 
batch normalization (BN), and activation approach. The fea-
ture maps f generated by the Hn(.) are forwarded to coming 
layers of the network. The final layer of the DBs comprises 
a huge size of feature maps due to the incorporation of infor-
mation generated from all prior layers which results in huge 
search space. To overcome this issue, the transition layers 
are added in between all DBs to reduce the length of feature 
maps (Fig. 2b).

3.3.2  Prediction unit

The keypoint estimation unit further combines two differ-
ent output units known as top-left and bottom-right corner 
estimation components. These prediction units contain a 
pooling layer (CP) positioned on the feature extractor to 
pool keypoints and produce three outcomes which are HMs, 
embeddings, and offsets. The prediction unit is an upgraded 
residual component containing 2 (3 × 3) convolution and 1 
(1 × 1) residual net further linked with the CP layer. The CP 
layer permits the model to effectively determine the cor-
ner points. The pooled keypoints are propagated to a 3 × 3 
convolution-batch-normalization layer, and reverse projec-
tion is introduced. This upgraded residual component is 
further joined to a 3 × 3 convolution layer which produces 
HMs, embeddings, and offsets. The HMs compute corner 
points while offsets adjust their position by minimizing the 
quantization error. As a given fundus sample can contain 
multiple occurrences of lesions, so embeddings are applied 
to estimate whether a detected corner point is a part of the 
same or different category.

3.3.3  Loss function

The employed framework utilizes a multi-task loss method 
to boost its recognition results and effectively accomplish 

the localization of eye abnormalities. The cumulative loss 
method presented by M is the combination of 4 loss func-
tions, given as follows:

Here, Mdet signifies the detection loss function account-
able for corner recognition. This loss method comprises 
components targeting keypoint heatmaps, object center 
heatmaps, and offset regression. It penalizes inaccuracies 
in predicting keypoints’ positions, the presence of object 
centers, and offsets from predicted keypoints to refine locali-
zation. By optimizing these components jointly, CornerNet 
achieves accurate object detection without explicit bound-
ing box proposals, suitable for real-time applications. Next, 
the Mpull presents pull loss focused on encouraging the net-
work to predict keypoints closer to their ground truth posi-
tions, essentially “pulling” the predicted keypoints towards 
their correct locations. This helps improve the localization 
accuracy of keypoints. Mpush is focused on discriminating 
the detected points of different bounding boxes. This loss 
method penalizes predicted keypoints that are too close to 
each other, effectively “pushing” them apart. This ensures 
that keypoints are adequately spread out across the object, 
preventing clustering and improving the network’s ability to 
capture fine-grained details. Moff is used for adjusting offset 
values and refines keypoint localization by penalizing dif-
ferences between predicted and ground truth offsets, guid-
ing the network to adjust keypoints’ positions for improved 
accuracy within the bounding box. This ensures precise 
object localization and contributes to the model’s effective-
ness in detecting objects within images. Moreover, � , � , and 
� are weights with scores of 0.1, 0.1, and 1, respectively. 
More information about the loss methods can be found in 
[26].

4  Experimental results

The experimental results section has the following sub-
sections: dataset details, evaluation metrics, results of our 
method, and comparison with other models.

4.1  Dataset

To assess our model, we employed two standard datasets: 
IDRiD [38] and EyePACS [39]. There are a total of 516 fundus 
images in the IDRiD dataset which consists of DR and DME 
samples, i.e., DR contains 5 classes or levels, and DME has 
3 classes. This dataset consists of images acquired using dif-
ferent imaging modalities, such as color fundus photography, 
fluorescein angiography, and optical coherence tomography 
(OCT), providing diverse representations of retinal pathology. 

(1)M = Mdet + �Mpull + �Mpush + �Moff
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Each image is accompanied by detailed annotations, includ-
ing the presence and severity of DR lesions, such as microa-
neurysms, hemorrhages, exudates, and neovascularization, as 
well as the presence of DME. IDRiD is notable for its large-
scale and diverse nature, comprising images captured under 
varying imaging conditions and representing a wide spectrum 
of disease severity. This diversity enables robust algorithm 
development and evaluation across different clinical scenarios, 
including early detection, disease progression monitoring, and 
treatment planning.

The other dataset is from the Kaggle competition and 
is a very substantial dataset that includes 88,702 retinal 
images. The EyePACS dataset has 5 classes or severity 
levels of DR related. These images, captured through dig-
ital fundus photography, are meticulously annotated by 
medical professionals to delineate various DR lesions such 
as microaneurysms, hemorrhages, and exudates. Notably, 
this dataset offers a diverse array of images, presenting 
different stages of disease progression and variability in 
imaging conditions. Such diversity facilitates robust algo-
rithm development and evaluation across varying clini-
cal contexts, including early detection, disease monitor-
ing, and treatment planning. Its large-scale availability 
makes it widely accessible to researchers and clinicians 
worldwide, fostering collaborative research endeavors and 
innovative solutions in the field. Moreover, the EyePACS 
dataset serves as a benchmark for evaluating the accuracy 
and effectiveness of automated DR screening tools and 
diagnostic algorithms, offering a standardized reference 
for performance assessment.

4.2  Evaluation metrics

We have employed some particular and important metrics for 
the evaluation of the provided technique which are: Intersec-
tion over union (IOU), mean average precision (mAP), accu-
racy, precision, and recall. Accuracy is explained in Eq. (2).

(2)Accuracy =
TP + TN

TP + FP + TN + FN

The mAP is calculated using Eq. (3) where AP is the 
average precision, q is the test image, and Q is the number 
of test images:

The graphical representation of the precision, recall, and 
IOU is provided in Fig. 3.

4.3  Localization results

Establishing an effective framework for the automatic diag-
nosis of eye lesions requires precise identification of many 
eye illnesses. To accomplish this, we accomplished a test to 
assess the localization efficacy of the suggested method. We 
utilized two measures, mAP and IOU, to evaluate the locali-
zation ability of the provided approach. These parameters aid 
in evaluating the extent to which the algorithm can identify 
various forms of eye lesions. Lesions are regarded as posi-
tive, whereas the rest of the areas, comprising the backdrop, 
are regarded as negative for locating DR and DME lesions 
using retinal samples. An IOU threshold is utilized to iden-
tify areas as impacted and to mark the overlapping section 
with regions exceeding 0.7 recognized as affected. While 
the areas are incorporated into the background when the 
IOU value is less than 0.3. In our experiments, we achieved 
successful identification of lesions associated with DR and 
DME in retinal images using a customized CornerNet tech-
nique. Specifically, we were able to identify various types 
of DR-related lesions, including soft exudates, hemorrhages, 
microaneurysms, and soft exudates. However, for DME, our 
method focused solely on identifying the macula region.

Figure 4 in our study presents the results of our method’s 
localization for both diseases. This includes information 
about the lesion’s location, its corresponding class, and a 
confidence score indicating the certainty of the detection for 
each region. For the DR and DME lesions, accordingly, we 
achieved the mAP of 0.977 and the IoU of 0.98. The find-
ings provided in this section, which are qualitative as well 
as quantitative, show that the method given can be adopted 

(3)DSC = mAP ∶=
∑Q

i=1

AP(qi
)

Q

Fig. 3  Graphic illustration of a precision, b recall, and c IOU evaluators
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by practitioners with the assurance to correctly identify and 
categorize eye illnesses.

Further, we have shown a few misclassified images in 
Fig. 5, from which it is clear that the first image is suffer-
ing from the microaneurysms class and is classified as a 
healthy image while the other two healthy eye images have 
been classified as microaneurysms. The main cause for this 
misclassification is that the microaneurysms represent the 
early stages of eye moles and have high texture similarity 
with the healthy parts of the eye which cause the model to 
incorrectly recognize them.

4.4  Classification performance

This section contains details about the effectiveness of 
our method for determining the severity of eye disease. 

For the categorization of DR and DME, the trained 
custom CornerNet model is applied to the input test 
samples from both datasets. Based on the findings, the 
approach has demonstrated outstanding results for the 
classification and identification of DR and DME in 
terms of precision, recall, and accuracy. In addition, our 
advanced technique’s efficient feature extraction with the 
use of DenseNet-100 allows us to determine the sever-
ity degree of eye illness with great efficiency. Due to 
the extreme variations in the size and shape of the eye 
lesions, it was difficult to accurately diagnose the DR 
and DME diseases, especially at the early stages. The 
proposed approach has tackled such issues by providing 
an improved and effective strategy, and to show this, we 
have presented the class-wise results in terms of preci-
sion, recall, and accuracy in Fig. 6 while the values in 

Fig. 4  Localization results of the presented approach on both datasets

Fig. 5  Examples of misclassified images
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terms of average precision are shown in Fig. 7 for all 
types of DR and DME moles. The numeric scores given 
in Figs. 6 and 7 indicate that our approach is competent 
in differentiating among all types of eye ailments due to 
its high recognition power.

Additionally, we compute the confusion matrix, 
which is useful in demonstrating how effectively 
the CornerNet has calculated the real class, to dem-
onstrate the class-wise classification ability of the 
method being used (Fig.  8). The numeric numbers 
provided in Fig. 8 in terms of true positive rate (TPR) 
clearly show that our approach is effective in differ-
entiating among all types of eye moles due to its high 
recall rate. We have attained the highest scores for the 

soft exudates and hemorrhages classes with TPRs of 
100% and 99%, respectively, that is showing the high 
recognition ability of our approach for these classes. 
Furthermore, this is evident when examining the con-
fusion matrix that the highest error rate is reported 
for the normal, and microaneurysms with a value of 
3% due to the high textural similarity between both 
groups; however, still, both are differentiable, while 
the given approach also performs admirably for the 
remaining classes that is indicating the proficiency 
of our approach.

Fig. 6  Category-wise results 
attained by the proposed work

Fig. 7  Performance in terms of Average precision attained by the pro-
posed work

Fig. 8  Outcome of the presented method in terms of the Confusion 
matrix
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4.5  Result comparison with DL models

In this part, we conducted an evaluation for comparing the 
detection performance of our approach with several deep 
neural networks (DNN)-based object identification frame-
works to evaluate them in the aspect of classifying eye dis-
eases. Our primary objective is to ascertain these networks’ 
ability to differentiate between healthy and diseased eye 
regions within intricate background settings. To gauge the 
effectiveness of our approach against these methods compre-
hensively, we subjected them to diverse scenarios, including 
instances where multiple lesions were present within a single 
sample and the classification of lesions belonging to differ-
ent categories, such as DR and DME.

In our study, we employed different types of techniques 
for comparison: CornerNet, Faster-RCNN, and Mask-
RCNN. The main differentiation between these two model 
categories lies in their approach to locating the primary 
object within an image. For two-stage detectors, the process 
involves identifying the prominent object through a series of 
region proposal techniques, which are subsequently refined 
and reduced before the final classification assignment is 
made. On the contrary, single-stage detectors accomplish 
equally the classification and localization of basic objects 
inside the input in a single step.

We employed the mAP metric, which was chosen by 
numerous academics as a standard measure in recognizing 
region challenges, to perform evaluations of object detec-
tion approaches. Additionally, we contrasted each model’s 
test duration to evaluate each one in terms of computational 
challenge. According to the results provided in Table 1, our 
architecture has achieved the greatest mAP value with the 
shortest test time. While the Mask-RCNN has achieved find-
ings comparable to those of the proposed method, its two-
stage detector system makes it substantially more costly to 
implement. Moreover, the conventional Corner model is not 
effective in discovering lesions with small sizes. By pro-
posing custom CornerNet with the DenseNet-100-based 
approach, the suggested method more effectively over-
comes the drawbacks of the one-stage and two-stage detec-
tors that are currently in use. The custom CornerNet model 
can acquire a more relevant collection of characteristics via 
DenseNet, which helps it find various types of eye diseases 

more effectively. Additionally, CornerNet has an advantage 
over other models in terms of processing because it is a 
one-stage detector and utilizes a lightweight architecture 
than the conventional approaches. Collectively, the sug-
gested approach outperforms the other procedures, achiev-
ing 97.90% of mAP along with IoU of 98% that is proving 
the efficacy of the proposed solution.

4.6  Comparative analysis

In this section, we have presented the comparative analysis of our 
approach with other state-of-the-art methods. For this purpose, 
we have considered the reported values or results of other meth-
ods with the proposed technique. The comparison is divided into 
two main categories, one the comparison of approaches [40–42], 
and [43] over the EyePACS dataset and the other over the IDRiD 
dataset with these methods [44, 45], and [46].

Table 2 indicates the contrast analysis of our technique 
with other systems over the EyePACS dataset. The proposed 
research in [40] introduces advanced DL models designed 
for the early autonomous detection of DR. At first, this struc-
ture employs a cascading neural network comprising three 
layers in which each layer is categorized into two groups, 
with one class representing the required phase. The output 
from one classifier is subsequently fed into a new classi-
fier until the input is eventually classified into one of the 
disease stages. In the second phase, three CNNs process 
normalized HSV and RGB images as input. The resulting 
probabilistic vectors are averaged to produce the final output 
for the input image. The method in [40] has been rigorously 
evaluated and compared using the extensive Kaggle fundus 
image dataset EYEPACS. In [41], Zhang et al. introduce 
two significant modules: the first one is designed to gener-
ate retinal images in a target style, and it is trained using 
input target data and a source model. On the other hand, the 
second module further refines the classification by utiliz-
ing the generated target-style images and shows an accuracy 
score of 91.20%. Batool et al. [42] introduced a CNN-based 
model, which has shown great promise in the classification 

Table 1  Comparative analysis of the proposed approach with other 
methods

Method mAP IoU Test time (s)

Faster RCNN 0.942 0.939 0.25
Mask RCNN [54] 0.910 0.920 0.23
CornerNet 0.956 0.951 0.23
Proposed 0.979 0.98 0.20

Table 2  Performance comparison over the EyePACS dataset with the 
latest approaches

Technique Accuracy (%)

Mehboob et al. [40] 83.78
Zhang et al. [41] 91.20
Batool et al. [42] 85.00
Albahli et al. [43] 97.20
Luo et al. [47] 83.60
Xu et al. [48] 88.20
Ashwini et al. [49] 93.53
Proposed 98.14
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of DR. To harness the power of DL, the authors leveraged 
efficient net batch normalization (BNs) methods to extract 
distinguishing features from fundus samples. The authors 
achieved F1 scores of about 80% across all efficientnet BNs 
when applied to the EYE-PACS dataset. Albahli et al. [43] 
tailored a Faster-RCNN approach designed for the identifi-
cation and categorization of lesions associated with DR in 
retinal images. Following initial preprocessing steps, they 
proceed to create annotations for the dataset, a crucial step 
in preparing it for model training. Subsequently, incorpo-
rated a DenseNet-65 into the feature extraction process of 
the Faster-RCNN architecture, facilitating the computation 
of a typical set of features. At last, the model performs the 
tasks of localizing and classifying input samples into five 
distinct classes with 97.20% accuracy. In this study [47], the 
authors introduced an innovative method based on DCNNs 
that leverages both local and long-range global dependencies 
of features within images. Additionally, a residual structure 
for the long-range block enables seamless integration of our 
long-range operation unit into pre-existing networks with-
out disruption. However, due to the absence of pixel-level 
labeling data, acquiring specific lesion information from 
fundus images proves challenging. The RT2Net model [48] 
is a neural network designed for DR classification, integrat-
ing multi-view joint learning and feature fusion learning. 
Initially, fundus and blood vessel images serve as the global 
and local view data sources, respectively, and are input into 
the model. Subsequently, the model employed two branch 
networks to extract features from each input source. Finally, 
a feature fusion module integrates the entire feature set with 
the detailed features extracted from the branch network 
outputs. This paper [49] introduced a novel approach for 
grading DR images, utilizing feature extraction based on 
the multiresolution-based decomposition of discrete wavelet 
transform, coupled with CNN for classification. To enhance 
the contrast level of fundus images, CLAHE is employed 
as a pre-processing technique. Since the datasets (IDRiD, 
DDR, and EyePACS) exhibit imbalanced distributions, over-
sampling is applied to ensure equal representation of images 
across all grade categories during training.

Moreover, the above methods used the EYEPACS data-
set and achieved good results; however, these approaches 
suffer from high computational complexity. It is difficult to 
detect small objects under different attacks like noise and 
blurring. So, the performance of these methods needs to be 
improved, especially in real time or unseen samples. Accord-
ing to the comprehensive comparison with other models as 
shown in Table 2, our method performs better with an accu-
racy of 98.14%, whereas the comparative models achieved 
an average accuracy of 88.93%. We can say our method 
gives a 9.2% performance gain in comparison with other 
approaches. The cause for the better performance of our 
model is the inclusion of DenseNet-100 as the base of the 

CornerNet approach which empowers us to efficiently extract 
and combine features at multiple scales through dense con-
nections. This enables the network to capture fine-grained 
details, patterns, and context within eye images, leading to 
more discriminative and informative feature representations, 
which are crucial for accurate disease classification.

Table  3 demonstrates the performance comparison 
with other models over the IDRiD database. In [44], Sara-
nya et al. proposed a DL-based model named UNET. The 
method achieved 95.65% accuracy over the IDRiD dataset. 
Wu et al. [45] presented the CNN-based method, i.e., coarse 
network which is further fine-tuned in the next phase. The 
timely and accurate classification provided by CF-DRNet 
enables early detection of DR and its severity levels. The 
model achieved good results with 80% accuracy. However, 
deploying CF-DRNet in real-world clinical settings requires 
considerations beyond model performance, such as compu-
tational resource requirements, integration with existing 
clinical workflows, and scalability to handle large volumes 
of patient data. Addressing these deployment challenges 
effectively is essential for the practical utility of the pro-
posed approach. The selective interactive approach in [46] 
is utilized for the recognition of disease from images. The 
method is combined with bilinear fusion to improve the per-
formance. The method attained 80.56% accuracy; however, 
it needs further improvement for the detection of disease. 
The attention-based knowledge selection module and bilin-
ear fusion method introduce additional complexity to the 
network architecture. In [50], the authors introduced ESSP-
CNNs, a framework that leverages established CNN archi-
tectures such as VGGNet, AlexNet, and ResNet. The frame-
work comprised three primary components: preprocessing 
of fundus images, BYOL-based pre-training, and ensemble 
model construction. They conducted experiments and com-
parisons using the IDRiD dataset for severity grading

The above methods have significant computational costs 
and are unable to find lesions of different sizes when there 
are drastic changes in color and light, while the given frame-
work offers an effective attributes set that aids in detect-
ing the abnormalities even in the existence of different 
attacks, such as noise, blurring, light, and size fluctuations. 

Table 3  Comparative analysis of IDRiD database with the latest 
approaches

Technique Accuracy (%)

Saranya et al. [44] 95.65
Wu et al. [45] 80.00
Tang et al. [46] 80.56
Ashwini et al. [49] 90.07
Parsa et al. [50] 71.84
Proposed 98.16
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Furthermore, because of its single-stage network, the sug-
gested method outperforms comparable methods in terms 
of computational efficiency. Hence, according to the accom-
plished performance analysis, we can conclude that the pre-
sented technique offers an effective and efficient solution to 
recognize eye ailments.

4.7  Cross‑validation

This section is based on the cross-dataset validation experi-
ments, which are conducted using different datasets. The 
purpose of this evaluation is to verify and evaluate how well 
our structure identified objects in a cross-database situation 
and holds generalization ability.

For this purpose, we tested our method over new datasets 
the APTOS-2019 [51] and Diaretdb1 [42] which were not 
included in the training. It means we trained our model on 
the EyePACS and tested it on the abovementioned datasets. 
Two experiments are performed in this evaluation, the first 
is to train on EyePACS and test on APTOS-2019, while 
the other is to test on Diaretdb1 datasets. The findings of 
the class-wise tests conducted on the APTOS-2019 and 
Diaretdb1 datasets are displayed in Fig. 9. We represented 
the data in the form of ROC curves. Figure 9a displays the 
AUC values of the APTOS-2019, which has four types 
of lesions, while Fig. 9b displays the test findings for five 
classes across Diaretdb1. We can conclude from these tests 
of the two databases that the lesion identification capabili-
ties of the study presented are robust. As a result, it can be 

Fig. 9  Cross dataset valida-
tion results of the proposed 
approach. a Evaluated on the 
APTOS dataset. b Evaluated on 
the Diaretdb1 dataset
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said that the given approach is reliable for classifying and 
identifying DR and DME from unseen samples.

5  Conclusion

The existing identification of diabetes disease in colored 
fundus images necessitates skilled human resources capa-
ble of discerning intricate details and categorizing them 
using a complex model. To address the encounters inher-
ent in manual processes, we have proposed an automated 
approach based on modified CornerNet with a DenseNet-100 
architecture. We conducted evaluations on two datasets, 
specifically EYEPACS and IDRiD, achieving remarkable 
accuracies of 98.14% and 98.16%, respectively. These stated 
outcomes affirm the competence of our model to correctly 
detect and categorize both DR and DME. Compared to other 
techniques, our model excels in extracting meaningful key-
points from images with low intensity and noise, ensuring 
precise classification into their respective categories. Con-
sequently, this approach assumes a pivotal job in automating 
the recognition of DR and DME abnormalities. For future 
work, we intend to expand system applicability by assessing 
its performance on more challenging databases and extend-
ing it to the recognition of other medical conditions. Moreo-
ver, the approach shows effective results for DR and DME 
moles recognition; however, a few misclassification results 
have been witnessed for the early signs of eye abnormalities 
like microaneurysms due to the texture similarity of these 
areas with healthy eye samples. For this, we are willing to 
explore other latest DL approaches like DETR and YOLOv8 
to further enhance recognition performance. Furthermore, 
we are willing to evaluate our approach to other computer 
vision fields like microbiological image analysis [52, 53], 
histopathology image classification [54–56], feature extrac-
tion [57, 58], cell, X-ray image analysis [59–62], and video 
analysis [63].
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