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Abstract

Apples are among the most widely consumed fruits globally due to their numerous health benefits. However, their production
is significantly impacted by various leaf diseases. Accurate and timely detection of these diseases is challenging due to the
similarities between healthy and diseased leaves, as well as issues like image blurring, clutter, and varying conditions. This
paper presents E-AppleNet, an advanced approach based on EfficientNetV2, which incorporates attention mechanisms and
additional dense layers at the end of the model structure to enhance disease classification. To tackle class imbalance and
prevent model overfitting, we utilize transfer learning and multi-class focal loss. Our model, tested on the PlantVillage
dataset, a complex repository with real-world images, achieves a remarkable 99% accuracy. Additionally, we generated the
heatmap visualizations, which confirm the model’s robustness in handling diverse image distortions. This method provides
a reliable solution for automated apple disease detection, with potential benefits for precision agriculture.

Keywords Agriculture - Attension mechanism - Computer vision - EfficientNet - Plant abnormalities

Introduction

The apple is regarded to be among the most significant
plant fruits because of its ranking as the second-most pro-
duced fruit worldwide (Dubey and Jalal 2016). Apple’s
output peaked in 2017 at 83.10 thousand tons, and the
fruit was highly utilized globally (Ayaz et al. 2021; Om-
rani et al. 2014). Apples are widely consumed because they
are inexpensive and have a variety of beneficial medici-
nal attributes, such as a high fiber, nutrient, vitamin, and
oxidant composition. Furthermore, due to their taste, they
can be consumed naturally or used to create a variety of
derivative items. According to estimates, 33% of the apple
fruit grown globally is converted into items such as drinks,
ciders, sauces, alcohol, and dry apples. However, severe

< Ameen Banjar
abanjar@uj.edu.sa

College of Computer Science and Engineering, Department
of Information Systems and Technology, University of
Jeddah, Jeddah, Saudi Arabia

Department of Software Engineering, University of
Engineering and Technology-Taxila, Taxila, Pakistan

School of Computing, Skyline University College, University
City Sharjah, 1797 Sharjah, United Arab Emirates

Published online: 03 January 2025

damage has been witnessed in the yield of apple fruit in the
last few years because of the occurrence of various diseases.
The National Institute of Food and Agriculture (USA) esti-
mates that insects and numerous field plant illnesses cause
the loss of 35-50% of the globe’s agricultural production.
Particularly at a crucial moment when requirements and
consumption are sharply increasing globally, it is projected
that this concern will destroy 15-25% of Asia’s annual crop
yields. Therefore, to practice sustainable farming, it is criti-
cal to track crops and identify diseases (Vishwakarma et al.
2024). Diagnosis of plant pathogens can play a crucial part
in agricultural protection in the early phases. The infected
apple fruit plants can be easily distinguished from the oth-
ers with a simple examination of the human eye. However,
a personal assessment is very sensitive to subjectivity and
susceptible to errors too.

Traditional techniques, including polymerase chain reac-
tion (PCR), necessitate extensive molecule sampling, mak-
ing them inefficient from a monetary perspective (Bracino
et al. 2020). The vast of such production areas reside in
underdeveloped countries where most people are unable to
employ such costly approaches for field crop disease in-
spection. Artificial intelligence (AI) has recently been em-
ployed to assist professionals in the autonomous recogni-
tion of illnesses that afflict crops and trees. Al-based tech-
niques are quicker, affordable, and more effective. The de-
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velopment of computerized approaches for diagnosing crop
viruses is being aided by the quick development of machine
vision technologies. Several conventional machine learning
(ML) predictors like K-nearest neighbors (KNN) and sup-
port vector machines (SVM) are extensively used by ex-
isting methods. Even though conventional ML approaches
need a minimum amount of data for tuning the classifiers,
these techniques typically include non-automatic pattern se-
lection process steps when deployed to complicated sam-
ples. Moreover, there is always a compromise in the clas-
sification effectiveness and time complexity of such tech-
niques (Li et al. 2024). Contrarily, deep learning (DL) is
a specialized type of ML that enables computers to learn
automatically and increase generalization ability (Nawaz
et al. 2023). Because of the emergent properties of DL ap-
proaches, these methods are highly employed in the area of
image processing and computer vision. Various DL frame-
works like convolutional neural networks (CNNs) and re-
current neural networks (RNNs) have recently been exten-
sively admired in the area of food security. Several studies
have discussed various DL approaches for tasks like esti-
mating grain size, locating plant heads, quantifying fruits,
etc. These techniques can display outstanding detection per-
formance while putting forth the least amount of computa-
tional burden since they can make use of the architectural
and morphological details from the examined samples.

Although scientists have put immense effort into recog-
nizing and classifying the infected regions of apple plant
diseases (Azgomi et al. 2023; Gong and Zhang 2023; Liu
et al. 2023; Hassan et al. 2023; Chen et al. 2023), there
is still a gap for performance improvement. The classifi-
cation of diseases at the early stage is a complicated task
due to the existence of massive similarities in the normal
and diseased portions of apple plant leaves. Moreover, the
volume, shape, and orientation of infected areas also vary
a lot. Apart from this, various types of image distortions
also introduce a huge hindrance to the accurate recognition
of infected areas of apple plant leaves. In this work, an
effort has been put to overcome the mentioned problems
by presenting a robust DL framework called E-AppleNet.
More clearly, an improved EfficientNetV2 approach is pre-
sented by using the attention mechanism (AM) and adding
the extra dense layers at the end of the model construc-
tion. We have trained the improved EfficientNetV2 model
on the apple leaf images from the PlantVillage repository
and given it the name E-AppleNet, which can classify the
samples into four types: healthy, apple scab, rot, and rust,
respectively. The nominative contributions of the suggested
approach are listed as:
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e A novel DL framework called E-AppleNet is proposed
that is capable of extracting a more resilient set of im-
age characteristics and exhibits better apple leaf disease
classification results.

e The framework incorporated the pixel and channel at-
tention technique during the keypoints engineering stage,
which progresses its ability to join the cross-channels and
space-wise features to boost the recognition of apple fruit
abnormalities in complex scenarios.

e We employed transfer learning and introduced multi-
class focal loss to address the issues of class imbalance
and model over-fitting.

e We introduced three extra dense layers in our DL frame-
work to better nominate the most relevant features.

o The recommended approach accurately classifies apple
leaf abnormalities regardless of the difficult external con-
ditions such as distortion, imbalanced exposure, and fluc-
tuations in the contour, hue, and positioning of infected
signs.

Method

In this part, the details of the proposed strategy namely
the E-AppleNet are given by discussing the architectural
description of its modules used to classify the numerous
types of apple fruit diseases.

E-AppleNet

For the accurate identification of different apple fruit leaf
abnormalities, we have proposed a DL framework called
the E-AppleNet, a light framework designed by employing
the Efficientnet-V2 network with an AM strategy and added
dense layers. The E-AppleNet approach is proficient in cap-
turing the relevant information of diseased areas by utilizing
the AM strategy that permits it to emphasize the infected
areas of the plant while the added dense layers optimize its
power to accurately classify the input samples by passing
the most relevant features to the classification layer. The
elaboration of the E-AppleNet is described in Fig. 1. The
model consists of a CNN unit named the EfficientNet-V2,
a spatial-channel AM module next linked to a layer called
adaptive average pooling (AAP), and lastly, the classifica-
tion module comprises dense layers and a prediction unit.
The elaboration of the E-AppleNet is described in Fig. 1.

CNN Module
In the presented work, we have employed the EfficientNet-

V2 approach as the base CNN module which belongs to the
family of EfficientNet DL frameworks (Tan and Le 2019)
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Fig. 1 Structure of presented E-AppleNet framework

and is famous for its lightweight architecture (Tan and Le
2021).

The major reason to nominate the EfficientNet-V2 ap-
proach as the base CNN approach for recognizing the var-
ious disorders of the apple fruit plant leaves is due to its
shallow structure, less training, and inference time. The Ef-
ficientNet-V2 framework contains the MBConv and Fused-
MBConv units employing squeeze and excitation (SE) op-
timization to build channel-oriented attention and boost the
frameworks’ keypoints nomination ability. A visual descrip-
tion of the SE, MBConv, and Fused-MBConv (FMBConv)
is provided in Fig. 2. The inclusion of the Fused-MBConv at
the starting phases of the EfficientNet-V2 results in the high
proficiency of the model parameters which conveniently
fastens the training procedure in comparison to the Effi-
cientNet-V1 model (Tan and Le 2021). The internal struc-
ture of the MBConv unit follows a 1x 1 conv layer along
with a depth-oriented convolution having a window size of
3x 3, whereas for the Fused-MBConv unit, the traditional
3x3 conv layers are utilized. A 1x 1 pixel-oriented conv
layer is utilized next to the SE unit for both MBConv and
Fused-MBConv units to regulate the channel sizes. After-
ward, a drop linkage is used by employing a skip connection
from the input (Fig. 2). Further, the EfficientNetV2 primar-

Fig.2 Inner details of MBConv,
Fused-MBConv, and the SE
units

V4 Conv, 1 x 1 :

v
| DepthwiseConv, 3 x 3 |

MBConv

| SE block |
Y

N\ Conv, 1 x 1 /

O Healthy

O Sscab

@ Rot

O Rust
o“"a&

ily uses the Swish activation function in its convolutional
layers and MBConv blocks, enhancing gradient flow for
better performance. Additionally, the Sigmoid activation is
applied in the SE blocks to generate attention weights, im-
proving channel-wise feature importance.

AM Unit

The feature engineering phase of the CNN module gener-
ates an extensive set of unwanted details of the examined
samples, like background. Such details greatly impacted
the correct recognition of the various sample abnormal-
ities. To overcome this challenge, we have introduced the
AM unit in the E-AppleNet that focuses the model’s atten-
tion on the relevant sample characteristics by overwhelming
clutter and background details and ultimately increases the
recall power of the approach. The AM unit works by as-
signing varied weight values to the computed features from
the CNN module, like assigning a high-weight value to
the lower-level features accompanying the infection details
and using a small weight value for the background details.
The spatial attention mechanism is famous for identifying
the location of the target (that is, infected regions of plant
leaves for our case) in the keypoints map, whereas the chan-
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Fig.3 Architectural details of the attention module strategy comparing the channel attention and units

nel attention approach robustly identifies a particular target
through numerous keypoints maps. The incorporation of
both results in a more optimized performance of the frame-
work by showing effective results for real-world scenarios.
Therefore, we have employed the spatial-channel AM mod-
ule in the E-AppleNet framework to improve the feature
nomination capacity of the approach. A visual depiction of
the spatial-channel AM unit is provided in Fig. 3.

Let us assume that K € L<***" is presenting an inter-
mediary feature map along having the sizes ¢ x w x h com-
puted by the CNN unit (EfficientNet-V2) and propagated
to the spatial-channel AM module. The channel attention
(CA) unit of the AM strategy produces a 1-D channel key-
points map designated by M, € L'x!*¢ while the spatial
attention (SA) unit generates a two-dimensional spatial key-
points map M, € L'**>" The mathematical description of
the spatial-channel AM strategy is elaborated in Eq. 1.

K = CA(K) + SA(K) = M.(K)*K + K*M; (K) (1)

In Eq. 1, Mx represents the spatial attention map ap-
plied to the feature map K. This function generates a 2-
dimensional spatial attention map which emphasizes the
important spatial regions within K. The output of M,x, is
essentially a matrix that highlights key spatial areas in the
feature map K, aiding the model in focusing on crucial re-
gions that contribute to the classification task. The * sign
indicates the dot product of elements. For input features
computation K, the max, and average pool layers are in-
corporated in the channel and spatial attention modules,
respectively. Within each CA unit, the values of both pool
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layers are combined to generate the resultant feature map
as described in Eqs. 2, and 3 respectively.

M. (K) = o (MLP(MaxPool(K)) + MLP(AvgPool(K))) (2)

=0 (11 (o (KS,,)) +1 (10 (Kg))> 3)

Here, o signifies the sigmoid activation function, while
the /; and Iy denote learning weights, the K, and Ky,
are features obtained from the average and max pool lay-
ers. Moreover, MLP is denoting neurons. The SA unit pro-
duces the keypoints map by joining the resultant features
obtained from CA. The feature maps against average (AP)
and max pool (MP) layers designated by K;,, and K,
along each channel focus on disease-specific information,
which is joined in this phase, and a conv layer is employed
to accomplish the convolution function. The internal work-

ing of the SA module is depicted in Egs. 4 and 5.

A (K) = (0”7 ([AvgPool (K) ; MaxPool (K)])) 4)
AK) = 00" ([Kiygi Kiul ) )

avg’

Here o presents the convolutional method having a win-
dow size of 7x 7. Further, Ay(K) shows the SA map attained
by merging the resultant keypoints attained from the CA
phase.

Next, the AAP layer acquires the linkage among differ-
ent channels recursively and modifies the keypoints map to
1x 1x1280. Then, the computed features are passed to the
added three dense layers which assists in the better selec-
tion of the highly related features which are later classified
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Fig.4 Loss curve of the work

by the prediction unit employing the softmax classification
method.

Loss Method

We have used the focal loss in our model training phase
which assists us to overcome the category imbalance prob-
lem and improves the prediction performance. Focal loss
addresses class imbalance by reducing the weight of easy
examples, thus allowing the model to prioritize learning
from underrepresented or challenging samples. The mathe-
matical details of the focal loss are mentioned in Eq. 6.

L=—th=1nk (1-0,) log(o;) ©6)

Fig.5 Some images of apple
fruit leaves from the PlantVillage

Here, r denotes the total classes, and o shows the prob-
ability distribution of the prediction. The n and y denote
the weighting and modulating parameters with a value of 1
and 1.5 for our case. Further, the loss curve is provided
in Fig. 4 which shows effective model learning during the
training phase.

Results and Discussion

This part describes the details of the dataset, different ex-
periments, and results, along with the discussion. Further,
a thorough investigation accompanying various latest ap-
proaches is performed to prove the efficacy of the model.

Dataset

To validate the classification results of the suggested model,
a standard and online accessible data sample designated as
the PlantVillage (Hughes and Salathé 2015) is applied in
this technique. This data sample contains 54,306 pictures of
14 categories. The current work is focused on categorizing
the leaf abnormalities of only apple fruit. For Apple, there
are a total of 3168 samples with the distribution of 631,
621, 271, and 1645 images from the apple scab, apple rot,
apple rust, and healthy classes, respectively. For our work,
70% of samples, which are 2217 images, are used for model
training, while the remaining 951 are used for model testing.
Further, all images are set to a resolution of 224 as per
model requirements. The main purpose of using this dataset
for results evaluation is that it includes images that differ
in mass, architecture, dimensions, and alignment of both
leaves and diseased areas. A few samples are reported in
Fig. 5.
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Proposed Work Assessment

This section comprises the evaluation of the presented ap-
proach where we performed two types of experiments in
which the first test elaborates the category-wise model’s
performance discussion, while the other discusses the clas-
sification values attained on the entire data sample.

Group-wise Performance

The major characteristic of a robust automated plant disease
recognition approach is measured in terms of its capability
to discriminate the various kinds of infections from a given
type of crop. To test the skill of the E-AppleNet in separat-
ing the normal samples from the apple leaf images suffer-
ing from scab, rot, and rust diseases, we have performed an
evaluation.

In the first phase, we calculated the precision and recall
scores of the E-AppleNet in terms of all four categories, and
the obtained results are given in Fig. 6. The scores shown
in Fig. 6 prove the supremacy of the proposed methodol-
ogy in recalling all the classes of the apple leaves with high
recognition ability. Our E-AppleNet approach obtains pre-
cision scores of 99.50%, 98.98%, 98.97%, and 98.95% for
the apple healthy, scab, rot, and rust categories. Further, in
the aspect of the recall, the E-AppleNet approach shows
recall scores of 99.26%, 98.81%, 98.52%, and 98.61% for
the healthy, scab, rot, and rust forms of apple leaves.

In the next phase, the categorization performance of the
E-AppleNet is computed in terms of F1 and error rates
against all four types of apple leaves. The obtained F1-
scores against all four classes of apple fruit leaves are given
in Fig. 7 from where it is quite evident that the E-AppleNet
approach has reached an average value of 98.95% with the
uppermost and smallest error values of 0.62, and 1.26%
against the apple healthy and rot classes, respectively.

Next, the accuracy values computed for each class are
reported in Fig. 8 in the form of box plots as these graphs
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975

Apple_Healthy Apple_Scab Apple_Rot Apple_Rust

= Precision 99.5 98.98 98.97 98.95
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Fig.6 Category-oriented precision and recall results
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Fig. 7 Category-oriented F1 and error-rates results

are empowered to exhibit the detailed elaboration of ac-
quired performance values by depicting the extreme, lower,
and average scores. The group-oriented accuracy numbers
mentioned in Fig. 8 show the efficacy of the E-AppleNet
approach for cataloging the diseased regions of apple fruit
leaves. More clearly, the E-AppleNet model acquires the ac-
curacy numbers of 99.51%, 98.88%, 98.89%, and 98.72%
against the apple healthy, scab, rot, and rust groups.

Lastly, the confusion matrix is reported for the E-Ap-
pleNet approach as this graph is capable of presenting the
class-wise recall power of an approach by showing the re-
sults in the aspect of true positive rates (TPR). The attained
confusion matrix is presented in Fig. 9 indicating that the
E-AppleNet approach is effective in recognizing all four
types of apple fruit leaves. The E-AppleNet model obtains
an average TPR of 98.80% along with the largest and small-
est error rates of 0.1 and 0.8% for the healthy and rot classes
of apple plant leaves.

100
]
I
99.8 1
I
99.6 [
994 +
| Gt
99.2 | : i N X
1 : : -
9T I
1
98.8 L
| |
98.6 ! : i
=L + l
+ I
98.4 f
Healthy Scab Rot Rust

Fig.8 Category-oriented accuracy results of the E-AppleNet
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Overall Performance Discussion

In this phase, we have provided an elaboration of the overall
performance of the E-AppleNet approach. For this, we have
computed the performance of the model on the entire data
sample as given in Fig. 10 which proves the effectiveness
of the E-AppleNet approach. The E-AppleNet framework
acquires a precision score of 99.10%, along with a recall
of 98.80%. Moreover, the suggested work has attained an
accuracy number of 99%, with an F1 measure of 98.95%
which proves the proficiency of our model in robustly ex-
ecuting the task of distributing the leaves images of apple
fruit in the respective classes.

Moreover, we have visualized the inner functionality of
the E-AppleNet approach by generating the heatmaps which
assist the readers to check whether the model is taking the
right infected areas to perform the classification task. For
heatmap analysis, Grad-CAM was employed to visualize
the model’s focus on specific regions of apple plant leaf
images during disease classification. Grad-CAM generates
heatmaps by utilizing the gradients of the target class flow-
ing into the last convolutional layer, highlighting impor-
tant areas for prediction. These heatmaps reveal the regions
most associated with disease symptoms, helping identify

99.1
99
98.9
98.8
98.7
98.6
Precision (%) Recall (%)

Accuracy (%)
F1-Score (%)

Fig. 10 Overall performance results of the E-AppleNet

whether the model focuses on the correct parts of the leaf
(e.g., affected spots or textures). A few samples are shown
in Fig. 11. The red color in Fig. 11 shows the infected
regions of the examined samples which signifies that the
E-AppleNet approach is considering the exact diseased re-
gion to perform the cataloging of apple fruit leaf disorders.
The basic reason for the better explainability power of the
E-AppleNet model is its high recall ability which enables
it to recognize all types of leaf disorders and successfully
distribute the input samples into relevant classes.

Comparison with the Base Approaches

Here, a performance comparison of the introduced work is
conducted in contrast to different base models like Efficient-
Net frameworks with base BO to B5 (Table 1). The values
stated in Table 1 indicate that the E-AppleNet model is more
reliable in terms of all performance computing metrics as
compared to its base approaches and takes less time, only
32.01ms, to test a given sample. More clearly, for the ac-
curacy, F1, precision, and recall, the E-AppleNet approach
attains scores of 99%, 98.95%, 99.10%, and 98.80%, which
are the largest in contrast to all other peer frameworks. The
lowest classification results are exhibited by the Efficient-
Net-BO model with an accuracy of 95.88%, while the sec-
ond minimum score is reported by the EfficientNet-B1 ap-
proach with an accuracy value of 96.59%. The EfficientNet-
B5 approach secures comparable classification results with
an accuracy of 98.69%. Clearly, for the precision metric,
the base models have shown an average value of 97.49%,
which is 99.10 for the E-AppleNet approach, with a per-
formance enhancement of 1.61%. Then, in the aspect of
recall and accuracy, the E-AppleNet has reported perfor-
mance gains of 2.06 and 1.58%. Lastly, for F1, the base
works have secured an average score of 97.12%, which is
98.95% for the suggested E-AppleNet model, and secured
a performance enhancement of 1.83%.

The distinguishing factor that causes the E-AppleNet ap-
proach to perform effectively from the base approaches is
the inclusion of the AM unit in the EfficientNet-V2 ap-
proach, which allows the approach to compute the low-
level attributes of the examined images to robustly identify
the various types of infected regions from the leaves of the
apple fruit. Further, the introduced dense layers right before
the classification module further incorporate the propaga-
tion of the most reliable sample features to perform the
categorization job.

Comparative Evaluation with DL Frameworks
We executed a comparison of the proposed work with

numerous DL frameworks which have been heavily ex-
plored in history for the categorization of plant leaf infec-
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Fig. 11 Heatmaps obtained for the E-AppleNet approach

Table 1 Performance comparison with the base frameworks

Framework Test time/image (ms) Precision (%) Recall (%) Accuracy (%) F1 (%)
EfficientNet-BO 46.22 95.98 94.41 95.88 95.19
EfficientNet-B1 49.41 96.65 95.92 96.59 96.28
EfficientNet-B2 49.82 97.03 96.68 97.11 96.85
EfficientNet-B3 55.01 97.68 97.44 97.56 97.56
EfficientNet-B4 57.09 98.75 98.09 98.72 98.42
EfficientNet-B5 63.06 98.87 97.91 98.69 98.39
Proposed 32.01 99.10 98.80 99 98.95

tions. For this, we have taken the following approaches:
VGG19, ResNetl152, DenseNet201, ResNet50, VGGI16,
InceptionV3, and Xception for classifying the plant abnor-
malities of the apple fruit as mentioned in Vishnoi et al.
(2022) and obtained comparison is given in Table 2.

The scores given in Table 2 prove that the E-AppleNet
approach is more effective and efficient as compared to all
other DL approaches. Clearly, in the aspect of the model
complexity, the E-AppleNet approach comprises the small-
est range of framework parameters and attained the lowest
test time of 13 s. Comparatively, the VGG19 approach com-
prises the highest parameters and a training time of 25h.
Moreover, for the classification results, again the proposed
work is more effective in aspects of all results measuring
parameters and shows an average accuracy rate of 99%.
Our approach provides a proficient compromise between
the framework computing burden and categorization results
because of its less deep model architecture and improved
ability to compute a powerful set of sample characteristics
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which provides both the computational and classification
overhead to our technique as compared to other DL frame-
works.

Comparative Evaluation with the Latest Works

In this work, a comparison of the presented strategy is per-
formed with several new techniques by using two types of
evaluations. First, several studies are taken to evaluate the
class-wise results, whereas, in the next phase, numerous
works are chosen to compare the results on the entire data
sample.

Initially, some recent works (Bracino et al. 2020; Hasan
et al. 2022; Wiesner-Hanks et al. 2018; Khan et al. 2019) are
considered to perform the category-oriented performance
comparison of our approach against them. The obtained
comparison is shown in Table 3. Comparatively, the pro-
posed approach has shown the accuracy scores for apple
scab, black rot, apple rust, and healthy classes of 98.54%,
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Table 2 Performance comparison with the deep learning works

Framework Parameters Train time (Hrs) Test time (sec) Precision (%) Recall (%) Accuracy (%) F1 (%)
VGGI19 143,667,240 25 257 94 92 96 92
ResNet152 58,772,356 19 73 95 91 95 93
DenseNet201 20,242,984 17 48 95 92 94 93
ResNet50 25,636,712 12 20 90 88 90 88
VGGI16 138,357,544 15 16 94 95 96 94
InceptionV3 23,851,784 12 14 95 94 95 94
Xception 22,910,480 13 113 93 94 95 93
Proposed 19,718,910 11 13 99.10 98.80 99 98.95

99.71%, 98.26%, and 99.49%, which is the largest of all
other selected works. Clearly, for the apple scab class, the
comparison approaches have attained an average accuracy
number of 89.06%, which is 98.54% for our work, and we
have registered a performance gain (PG) of 9.48%. While
for the Black Rot class, the competitor works have given
an average accuracy value of 95.41%, which is 99.71% for
our model. So, for the Black Rot class, we have shown
a PG of 4.3%. Moreover, for the Cedar Apple Rust and
healthy classes of the PlantVillage dataset, the comparison
works have given the average accuracy numbers of 92.91
and 95.52%, while our approach has obtained the accuracy
numbers of 98.26 and 99.49% for the mentioned classes and
presents the PGs of 5.35 and 3.97%. The main reason for
this effective performance result is due to the improved fea-
ture learning competency of our technique, which enables it
to recognize the various classes of apple fruit plant diseases
accurately. The approach (Hasan et al. 2022) is not profi-
cient enough in dealing with the images suffering from clut-
tering and distortion problems, while the work mentioned
in (Wiesner-Hanks et al. 2018) is unable to perform well for
samples with small spots of abnormalities. Moreover, other
works (Bracino et al. 2020; Khan et al. 2019) are unable to
tackle the brightness variations of a sample. Our model has
the capability of effectively dealing with the transformation
changes of the examined images by computing the disease-
specific features, which improve the recall power of our
model and provide it the performance overhead from the
comparative techniques.

In the next step, we have taken some recent approaches
(Vishnoi et al. 2022, 2022, pp. 6594-6609; Khan et al. 2019;
Gao et al. 2023; Assad et al. 2023; Tahir et al. 2021; Kodors
et al. 2021; Rehman et al. 2021; Bi et al. 2022; Chakraborty
et al. 2021; Akuthota et al. 2024; Wani et al. 2024; Dong
et al. 2024) to compare the results of our approach in the
aspect of the entire data sample. The attained comparison
in terms of the accuracy measure is given in Table 4. The
values in Table 4 prove the effectiveness of our approach
as compared to other latest techniques that have attempted
to resolve the same problem of recognizing the various in-
fections of leaves of the apple fruit plant. Descriptively, the

Table 3 Class-wise performance comparison

Reference Category Accuracy
(%)
Hasan et al. Apple scab 97.94
(2022) Black rot 99.68
Cedar apple rust 98.31
Healthy 99.73
Average 98.63
Wiesner-Hanks Apple scab 96.90
etal. (2018) Black rot 98.10
Cedar apple rust 97.02
Healthy 98.81
Average 97.50
Bracino et al. Apple scab 64.10
(2020) Black rot 85
Cedar apple rust 81.70
Healthy 85.55
Average 83.30
Khan et al. Apple scab 97.30
(2019) Black rot 98.86
Cedar apple rust 94.62
Healthy 98.00
Average 97.20
Proposed Apple scab 98.54
Black rot 99.71
Cedar apple rust 98.26
Healthy 99.49
Average 99

works in Vishnoi et al. (2022, pp. 6594-6609), Khan et al.
(2019), Gao et al. (2023), Assad et al. (2023), Tahir et al.
(2021), Kodors et al. (2021), Rehman et al. (2021), Bi et al.
(2022), Chakraborty et al. (2021), Akuthota et al. (2024),
Wani et al. (2024), and Dong et al. (2024) exhibit an av-
erage accuracy number of 94.78%, which is 99% for the
suggested approach. So, our suggested approach has given
a PG of 4.22% due to its high recall ability and empower-
ment to tackle the various transformational alterations of
samples. Further, the usage of the AM unit along with the
EfficientNet-V2 approach permits the E-AppleNet model
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Table 4 Performance comparison with new works over the entire data
sample

Reference Accuracy
(%)

Gao et al. (2023) 95.64
Assad et al. (2023) 96
Tahir et al. (2021) 97
Kodors et al. (2021) 87
Rehman et al. (2021) 96

Bi et al. (2022) 78
Khan et al. (2019) 97
Chakraborty et al. (2021) 96
Vishnoi et al. (2022) 98
Vishnoi et al. (2022, pp. 6594-6609) 98
Akuthota et al. (2024) 98
Wani et al. (2024) 97.25
Dong et al. (2024) 98.28
Proposed 99

to extract the low-level characteristics of the samples to
reliably recognize the various diseases of the apple plant
leaves. Moreover, the addition of dense layers right before
the classification layer assists in passing the highly related
sample feature set and effectively accomplishing the clas-
sification task.

Conclusion

This article has presented an effective DL framework named
the E-AppleNet to classify the various types of diseases
from apple fruit leaves. Descriptively, an enhanced Effi-
cientNetV2 model is suggested by using the attention mech-
anism (AM) approach and adding the extra dense layers at
the end of the model structure. Further, to address the issue
of class imbalance and model over-fitting, transfer learn-
ing and multi-class focal loss are introduced. The E-Ap-
pleNet framework is competent in computing the structural
description of the suspected samples by effectively investi-
gating the diseased regions of apple plant leaves. The ap-
proach performed well over the apple fruit leaf samples
from the PlantVillage dataset due to its high recognition
and better feature nomination power. The E-AppleNet ap-
proach secures an accuracy score of 99% over the PlantVil-
lage dataset, which proves the efficacy of the suggested
framework. However, the proposed work struggles to per-
form well with fine-grained disease distinctions under com-
plex backgrounds. Future directions could focus on inte-
grating other latest attention mechanisms, like transformer-
based models, to improve the model’s ability to distinguish
fine-grained disease patterns. Additionally, expanding the
dataset with more diverse disease examples and background

@ Springer

variations can enhance model robustness and accuracy in
real-world scenarios.
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