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Abstract

The evolution of sophisticated deep learning algorithms such as Generative Adversarial
Networks has made it possible to create deepfakes videos with convincing reality. Deep-
fake identification is important to address internet disinformation campaigns and lessen
negative social media effects. Existing studies either use handcrafted features or deep
learning-based models for deepfake detection. To effectively combine the attributes of
both approaches, this paper presents a fusion of deep features with handcrafted texture fea-
tures to create a powerful fused feature vector for accurate deepfakes detection. We pro-
pose a Directional Magnitude Local Hexadecimal Pattern (DMLHP) to extract the 320-D
texture features and extract the deep feature vector of 2048-D using inception V3. Next,
we employ the Principal Component Analysis to reduce the feature dimensions to 320 for
a balanced representation of features after fusion. The deep and handcrafted features are
combined to form a fused feature vector of 640-D. Further, we employ the proposed fea-
tures to train the XGBoost model for the classification of frames as genuine or forged. We
evaluated our proposed model on Faceforensic + + and Deepfake Detection Challenge Pre-
view (DFDC-P) datasets. Our method achieved the accuracy and area under the curve of
97.7% and 99.3% on Faceforensic + +, whereas 90.8% and 93.1% on the DFDC-P dataset,
respectively. Moreover, we performed a cross-set and cross-dataset evaluation to show the
generalization capability of our model.
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1 Introduction

Due to the rise of various Online Social Platforms, thousands of videos have been shared
daily for reporting and entertainment. Nowadays, digital video content can easily be altered
by anyone with the help of many powerful tools like Adobe Premiere. Also, various state-
of-the-art Generative Adversarial Networks (GANs) have been designed to manipulate
video content with convincing reality. The term ‘Deepfake media’ refers to fake audio, vid-
eos, and images that are generated using deep learning techniques like GAN, and currently,
synthetic videos are the most popular type of deepfake media. Presently, a video can be
shared with many people using social media platforms within no time and that makes a
huge impact on our lives [1].

Human facial deepfake comprises four different categories: (1) Face-swapping, (2) Face
Synthesis, (3) Face Re-enactment, and (4) Face Editing [2]. Face-swapping is the most
widely used deepfake technique in which the target person’s face is swapped with the
source person’s face to create a fake video of the target person. Face-swap-oriented deep-
fakes are typically produced to defame individuals by showing them in circumstances they
have never experienced. Face synthesis and face editing are other types of forgery that are
used to create photorealistic face images and modification of facial attributes. This manipu-
lation aims to create fake profiles on social media and propagate disinformation there. The
last type of deepfake is face re-enactment, which involves mapping the expression of the
source video onto the target video while keeping the target person’s identity. In this paper,
we mainly focus on detecting face re-enactment and face-swapping forgery as the majority
of deepfakes videos contain these forgeries.

Most of the researchers have experimented with different manually engineered features
to detect the forgeries [3, 4] which yields up to 96% classification accuracy. Texture fea-
tures in the image can play a significant role in locating the real and fake frames because
some deepfake video generation models cannot produce all the face’s textures which can
cause roughness in the image. The texture features provide discriminative information
that can describe the image’s regularity and roughness [5]. Local handcrafted descrip-
tors have proved to be very effective in capturing textural information from images. Later,
various deep learning approaches were also investigated for deepfake forgery detection
and achieved better results in this area. Therefore, the combination of deep features with
manual texture features is required to further enhance the detection accuracy. Furthermore,
many deepfake detection models have been developed in the last few years to locate the
forged frames in a video but these research works are not subjected to cross-dataset evalu-
ation to build a generalized model. Later, some works [6] [7] tried to build a generalized
model but failed to generalize better for other datasets. Therefore, there is a need to develop
a better-generalized model for deepfake detection.

To address the requirements, we present a deepfake detection model that can effectively
detect the face swap and face re-enactment facial forgeries using the fusion of deep and hand-
crafted texture features. We propose the Directional Magnitude Local Hexadecimal Pattern
(DMLHP) descriptor to encode more discriminative texture features in the 16 directions
of the neighborhood region. These texture features can reliably capture the roughness and
regularity information of the bonafide and fake frames. Moreover, we employ the inception
V3 for deep feature extraction. This model used the multi-scale feature fusion approach and,
these multi-scale features can adequately analyze the given frame at various degrees of depth,
which captures both global and local information. This approach can pick even minute details
unique to real or fake frames that might be missed at a single scale by combining data from
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different scales. Furthermore, various modifications or artifacts added to fake frames could
show up differently at various scales. Because multi-scale characteristics capture a large
range of visual cues and attributes, thus, offer more detailed information and improve the
capacity to distinguish between legitimate and fake frames. Next, we fused the deep features
with handcrafted features to improve the overall feature representation and to leverage the
complementing benefits of both methods. Deep features extract complex patterns and hier-
archical representations from raw data to ensure that high-level features can better represent
the data semantics. The handcrafted features, on the other hand, are designed to counter the
issues of low illumination conditions and variations in scale. A fused feature vector, which
combines deep and handcrafted features, can capture a wider range of data, including high-
level abstract representations from deep features and precise details from handcrafted fea-
tures. The purpose of this fusion is to enhance the feature representation’s performance and
discriminative capacity for the subsequent classification of fake and real frames. At last, the
proposed features are used to train an XGBoost model to distinguish between authentic and
forged video frames. The following are the major contributions of this paper:

e We propose a novel DMLHP descriptor and concatenate them with the inceptionv3-
based deep features to develop a powerful feature vector capable of capturing the dis-
tinctive traits of real and fake video frames.

e We propose an effective deepfake detection model robust to variations in gender, race,
age group, facial angles, appearance and skin tone, camera positioning, lighting condi-
tions, and background settings that can reliably detect face re-enactment and face swap
forgeries from the videos.

e We have performed rigorous experimentation on Faceforensic + + and Deepfake Detec-
tion Challenge datasets to show the effectiveness of our model. Also, we conducted
cross-set and cross-dataset evaluations to quantify the generalizability of our method
for deepfakes detection.

The remaining article is organized as follows. We describe the earlier research in this
field in Sect. 2. Section 3 describes the handcrafted texture feature extraction, deep fea-
ture extraction, feature transformation, feature fusion, and classification processes in detail.
Section 4 focuses on the experimental findings. Section 5 provides the conclusion and rec-
ommendations for further research.

2 Related work

Over the past few years, various techniques based on deep features and handcrafted features
have been employed for deepfake detection. Unlike previous research work, we propose a
novel method for deepfake detection based on the fusion of deep features and handcrafted
features, which is extracted using Inception V3 and DMLHP descriptor, respectively. This
section presents a brief review of previous studies in the domain of deepfake detection.

2.1 Handcrafted features-based techniques

In recent years, many handcrafted feature-based techniques have been developed for for-
gery detection. Zhang et al. [3] presented a model for face swap forgery detection by using
the Speeded Up Robust Features (SURF) descriptor for feature extraction. The extracted
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features were employed to train the Support Vector Machine (SVM) for classification. This
model is applicable for deepfake image detection only and is unable to detect video tam-
pering. Ciftci et al. [8] discussed a video forgery detection method by estimating the heart
rate from the face region in a video. In this study, the authors computed spatiotemporal
characteristics of the facial feature and then used these features to train a convolutional
neural network (CNN) and SVM model for the classification of manipulated videos. This
model has a large feature vector space and requires a significant amount of time for train-
ing. Matern et al. [9] developed a deepfake detection method by using visual features like
color and reflection detail in the eye and teeth region. These visual features were then used
to train Logistic Regression (LogReg) and Multilayer Perceptron (MLP) neural network
classifiers to identify the manipulated and non-manipulated content. The presented model
is not appropriate if the subject has closed eyes or has not-so-clear teeth. Giiera et al. [10]
presented a facial deepfake detection technique by using the Multimedia stream descrip-
tors (MSD) [11] for feature extraction that was then used to train the Random Forest and
SVM to detect manipulated and non-manipulated faces. The authors provided an effec-
tive method for deepfake detection however this model performs poorly against video re-
encoding attacks. Yang et al. [12] developed a method for deepfake detection based on the
inconsistency between head movement and facial expression. The authors extracted facial
landmarks and used these features to train the SVM model for classification. Jung et al.
[13] introduced an approach to detect deepfakes by tracking the eye-blinking pattern within
a video. In this study, the authors combined the Eye Aspect Ratio (EAR) method and the
Fast-HyperFace method to detect eye-blinking. This approach has improved deepfake
detection accuracy; however, this model is not suitable for people who are suffering from
mental illness as in most cases they often experience irregular blinking patterns.

2.2 Deep features-based techniques

Deep learning (DL) techniques have also been employed for deepfake detection apart from
the manually crafted feature methods. Afchar et al. [14] developed two distinct CNN mod-
els, each with a few layers that concentrated on mesoscopic image characteristics. The pre-
sented model was tested on a custom database and achieved 98.4% accuracy. Giiera and
Delp [15] presented a temporal aware pipeline to automatically recognize the deepfake
media. The Inception V3 model is combined with the Long Short-term Memory (LSTM)
model to identify whether the frame sequence has been tampered with or not. The accu-
racy of this model was tested using a confidential database. Nguyen et al. [6] presented a
Multitask learning approach for segmenting and categorizing deepfake media simultane-
ously. This study used a novel method based on a Y-shaped encoder-decoder. The authors
evaluated the presented approach on the Faceforensic + +dataset and obtained promising
results even with a small number of images. In this study, the author intended to make
a generalised model, but this model seems not to generalize very well for other datasets.
The generalization capability is an important property that describes a machine learn-
ing model’s capacity to perform effectively on unseen datasets. It is an important part of
model evaluation since it assesses how well the model can generalize patterns and relation-
ships learned from the training data to make accurate predictions on the new and unseen
instances. Rossler et al. [17] examined six deepfake detection techniques based on hand-
crafted and deep features. In this study, the authors used a face-tracking method for face
detection from the video frames in the Faceforensic+ +dataset and fed these features to
six classifiers separately to identify the deepfake videos. The XceptionNet system reports
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the best performance among all classifiers. Moreover, this model only obtained outstand-
ing results with uncompressed videos. Li and Lyu [30] proposed a method to identify the
forensic manipulation made within a video. The authors extracted the facial landmarks
and used these features to train VGG16, ResNet101, ResNet152, and ResNet50 to detect
manipulated and non-manipulated videos. The presented model is not suitable for com-
pressed videos. Sabir et al. [18] designed a model to identify manipulated videos by using
temporal artefacts. In this study, CNN features were integrated with the gated recurrent
unit cells and Dense Net to compute the temporal dependency across frames. The pre-
sented model achieves better detection accuracy; however, this model is suitable for static
frames. Cozzolino et al. [16] presented a CNN-based deepfake detection model with better
accuracy, but the presented work is computationally expensive. The summary of the litera-
ture is presented in Table 1.

3 Methodology

This section provides an overview of the proposed method. Our fake examiner model con-
sists of two feature extractors: (1) Inception V3 and (2) DMLHP, and an XGBoost classi-
fier. Our model is trained on cropped face images. These face images are fed to the CNN
feature extractor and DMLHP descriptor for deep feature extraction and texture feature
extraction, respectively. The deep features are fed to Principal Component Analysis (PCA)
for feature transformation from 2048-D to 320-D. These reduced features and handcrafted
texture features are concatenated to form a strong feature vector of 640-D. The proposed
features are then fed to the XGBoost classifier for deepfake detection. Figure 1 depicts the
overall pipeline of our model.

3.1 Data Preprocessing

In this step, the input videos are pre-processed by extracting the frames Fj; from the videos
in each dataset, f = 1, 2, 3, ...., N, where f represents the video number in the dataset, N
represents total videos and i represents the frame number in each video. In the deepfake
detection method, faces are mostly forged, therefore we used a Multitask Cascaded CNN
(MTCNN) [31] to extract faces from each frame. After face extraction, we resize all faces
into 224 X 224 image size for further processing.

3.2 Handcrafted feature engineering

Handcrafted feature engineering approaches have been proposed in the past for various
image classification tasks. Over the past few years, many texture feature descriptors have
been designed such as Local Directional Pattern (LDP), Local Binary Pattern (LBP), and
others, but these descriptors can compute features in limited directions and also disregard
the magnitude information. While the additional directional information and higher-magni-
tude information can improve the performance of these texture descriptors. To better cap-
ture the useful texture patterns and cope with existing challenges, we employ the DMLHP
texture descriptor that can encode more discriminative texture features in sixteen directions
of the neighborhood region along with providing the texture magnitude information from
the neighborhood region. In the DMLHP descriptor, the edge information is captured by
using a texture magnitude-based pattern (TMBP), and the texture orientation-based pattern
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Fig. 1 Process flow of the proposed method

(TOMP), which further extracts discriminative information in the sixteen directions from
the neighboring pixels. We gave the cropped faces to the DMLHP descriptor as input and
extracted the texture patterns from the faces. After extracting these patterns, we compute
the histograms (HTMBP) to compute a final texture feature vector.

3.2.1 Texture orientation-based pattern
To compute the TOBP for a given frame F(x,y), firstly we convert the given frames into

grayscale images and calculate the first order derivation of the central pixel along 135", 90°
A45° and 0" directions as:

Fisse () = 1(ngy) = 1(ne) )
Jo () = 1(n,) =1(nc) @
fiso () = 1(ng) = 1(n,) 3)
foolne) =1(m) = 1(nc) @)

Where ny, n,, n,, and n; denote the diagonal-back, vertical, horizontal, and diago-
nal neighborhoods direction of the central pixel, respectively. Using Eq. 5, we compute
the direction of the center pixel based on the 1st-order derivation values of the center
pixel.
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Lfy (ne) 2 Oandf . (n) > Oandf) . (n,) > Oandf | . (n.) 20
2,]‘01o (né) > Oand];lso (nc) > Oandfgloo (n() > Oandfi35° (nL) <0
3,f01° (n.) = Oandfiso (n.) = Oandfgloo (n.) < Oandf;%c (n) =0
4,f01° (n.) > Oandﬂso (nL) > Oandfgloo (nl,) < Oandfi%o (nc) <0
5.1y (n) 2 Oandf_, (n.) < Oandfgloo (n.) > Oandf .. (n.) 20
6.f. (n.) 2 Oandf,. (n.) < Oandf,, . (n.) > Oandf .. (n.) <0
7,f01° (n.) = Oandfiso (n.) < Oandfgloo (n.) < Oandf;%c (n) =0
| (n) _ S,folo (n.) > Oandﬂso (nl,) < Oandfgloo (nL) < Oandfl%c (nc) <0 )
dir\e 9.f) (n.) < Oandﬁs (nc) = Oandf, . (n.) > Oandf |, . (n.) >0
10.f. (n.) < Oandf. (n.) > Oandfgloo (n.) = Oandf .. (n.) <0
11 f1 (n.) < Oandf1 (n.) = Oandfgloo (n.) < Oandf:%c (n) =0
12, fO‘ (n.) < Oandf‘s (nc) > Oandf, . (n.) <Oandf . .(n.) <0
13,15 (n.) < Oandfs (nc) < Oandf, . (n) > Oandf |, . (n.) >0
14.f. (n.) < Oandf,_. (n.) < Oandf, . (n.) > Oandf .. (n) <0
15,f1 (n.) < Oandf1 (n.) < Oandfgloo (n.) < Oandf:%c (n) =0
16, f‘ (n.) < Oandfl (ne) < Oandf, . (n) < Oandf|,.(n.) <0

Let f dll.r(nc)l n=123...3 denote the direction of eight neighboring pixels and using the
above equation we can calculate the direction of the 3 X 3 neighborhood in the same man-
ner as the central pixel. After the first derivation, the second derivation is computed as:

TOBP* = (D, (fy, (n.) £ (n1) )s Dy (f, (ne) o S (12) )5 - Dy (i () o f gy () ) Y
(6)

Similarly, the n order derivation is computed as:

TOBP" = {Dy (fy;;" (ne)-fii (1)) Dy (i (me) i (n2))s - Dy (fi " (me) S (ma) ) s
(7

1 —rl
) L) = { 1 (. Sl =Jaten) ®

f dir(”h)’ otherwise

According to Eq. (8), if the direction of the central pixel is the same as the direction
of its neighboring pixel, the adjacent pixel’s direction will shift to 0 direction. Other-
wise, nothing will alter the direction. By using Eq. (5) and Eq. (8), we computed the
8-bit texture orientation-based pattern and separate it into 15 binary patterns. An exam-
ple of the above calculation is explained in Fig. 2.

The final 8-bit TOBP is 1, 1, 12, 1, 4, 1, 15, and 11. In our case, the direction of the
center pixel is direction 14, and Fig. 3 illustrates the construction of a binary pattern for
the remaining 15 directions, 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, and 16. The Binary
patterns are created by inserting a 1 where the TOBP value occurs and encoding the other
bits with 0. The 15-bit pattern for the computed 8-bit TOBP valueis 100000000000
0001000000000000001000000000000001000000000000000
0010000000000010000000000000000000000000000100000
000010000. We computed a total of 240 binary patterns in this manner.
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Fig.2 An illustration of how TOBP and TMBP are computed. The TOBP calculation step for the central
pixel is displayed in the orange box, while the 8 neighborhood regions are represented in the green box. In
the given example orange box represents the center pixel 7 and its adjacent neighbors 1,8,2,2 in 135,90, 45,
and 0 directions, whereas the green box represents the center pixel’s eight surrounding neighbors with their
adjacent neighbors in the four directions. The central pixel, which is "7," is highlighted by the purple box,
while the yellow box indicates the neighboring pixel

Texture Orientation based pattern
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Fig.3 Computation of binary pattern, while the blue column represents the TOBP 8-bit and the green col-
umn represents the occurrence of 8-bit pattern values (1, 1, 12, 1, 4, 1, 15, 11)
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3.2.2 Texture magnitude-based pattern

Texture Magnitude-Based Pattern (TMBP) computes the magnitude information that is omit-

ted in binary patterns. A better representation of the edge and gradient structure is provided by

the magnitude information. We designed this pattern to investigate the relationship between

neighboring pixels by using magnitude information along the horizontal, diagonal, vertical,

and diagonal-back dimensions since compact texture information is in these four dimensions.
TMBP is computed as:

2 2 2
Zzl (”c) - \/(fol (nh))2 + (’115" (nh)) (fglo" (nh)) + 1135" (nh)) )
TMBP = Zzzl 20V x Dy(Z) (n,) = Z} (m,)) s (10)
1, x>0
by = { 0, otherwise an

Here D; is a function where x is derived by comparing the magnitudes of the central pixel
and adjacent pixels; if the magnitude of the neighboring pixel is higher than the magnitude
of the central pixel, the TMBP is encoded with the value 1, otherwise, O is assigned. For the
given frame F'(x, y), we calculated the TMBP using Eq. (9) and Eq. (10). Figure 2. illustrates
the calculation of the TMBP where the resultant TMBPis 0001000 0.

3.2.3 Final feature descriptor
After extracting the TOBP and TMBP patterns, the histograms of TOBP (HTOBP) and

TMBP are obtained (HTMBP) using Eq. 12 and Eq. 13.

1

(L) = mxn

2 X DuLP(p.q).L) (12)

LP represents the local pattern of each pixel (p,q), L represents the maximum LP, m X n
refers to input size, and D, is expressed as:

_J Lx=y

Dy = { 0, otherwise (13)

whereas y=L and x=LP in the Eq. 12. Further we concatenate these two histograms to

form the final feature vector. The procedure of handcrafted feature engineering is discussed in
Algorithm 1.
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Input: Frame repository F = Fy, F, ..... F , Query image X

Output: Feature vector of 320-D handcrafted features H;

Directional magnitude local hexadecimal pattern (DMLHP) descriptor;
1 for TOBP do
2 Foo (M)l azo® 45° 00" 135 /1 1" derivation
3 [l M)lh=123.8 // direction of 8 neighboring pixels
4 If Dl:then //D = direction
5 [TOBP-1]; // eight bit TOBP
6 [TOBP-1_T],T=(2,3,...,16); // convert into 15 binary pattern
7 end
8 else If DI16:then //D = direction
9 [TOBP-16]; // eight bit TOBP
10 [TOBP-16 T],T=(2,3,...,16); // convert into 15 binary pattern
11 end
12 [HTOBP]; // Histograms of orientation patterns
13 end
14 for TMBP do
15 ZEp)h=12,...8 // magnitude of pixels
16 [TMBP]; // eight bit TOBP
17 [HTMBP]; // Histograms of magnitude patterns
18 end
19 HDMLHP=[HTOBP,HTMBP]. // histogram concatenation
20 |H;=X;€ R" /I construct feature space
21 Return H;

Algorithm 1 Handcrafted feature engineering

3.3 Deep feature engineering

Deep feature engineering is the process of transforming raw data into features that can
be used to design a predictive model using deep learning. The proposed method uses a
deep learning model ‘Inception V3’ based on CNN as a deep feature extractor. This model
employs different convolution kernel sizes for multi-scale feature fusion; different sizes of
convolution kernels are helpful for feature extraction as they have different sizes of recep-
tive fields. Also, these multi-scale features can adequately express the information from the
given frames in the video which can assist the classifier in locating forged frames in the
video.

Table 2 displays the sequential information of the inception V3 model used in this
study, including the layer name, output shape, and total learnable parameters of each layer.
We discussed the details of the first and final 10 layers that contribute to the feature extrac-
tion process in Table 2. The default input size of inception V3 is 229x299 but we used
224 %224 input size during the training and testing procedure. Because the 224 x224
image size required less memory and network parameters as compared to the 229x299
input size, and it did not change the number of channels (2048 channels). The inception V3
is based on inception modules, these modules are used to reduce the parameter’s value and
generate the discriminative features. Several convolutional and pooling layers are used in
parallel in each inception module. Convolution layers with convolutional kernel windows
of size 3x 3, and 1 X1 is used to reduce the parameters that are linked with each other. The
pooling layers are added behind the convolutional layers to reduce the dimension of the
output of the previous convolutional layers. After the inception modules, we added a global
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Table 2 Details of inception V3

network Layer (type) Output Shape Param #
Input Layer [(None, 224, 224, 3)] 0
Conv2D (None, 111, 111, 32) 864
Batch Normalization (None, 111, 111, 32) 96
Activation (None, 111, 111, 32) 0
Conv2D (None, 109, 109, 32) 9216
Batch Normalization (None, 109, 109, 32) 96
Activation (None, 109, 109, 32) 0
Conv2D (None, 109, 109, 64) 18,432
Batch Normalization (None, 109, 109, 64) 192
Activation (None, 109, 109, 64) 0
MaxPooling2D (None, 54, 54, 64) 0
Activation (None, 5, 5, 384) 0
Activation (None, 5, 5, 384) 0
Activation (None, 5, 5, 384) 0
Activation (None, 5, 5, 192) 576
Batch Normalization (None, 5, 5, 320) 0
Activation (None, 5, 5, 768) 0
Concatenate (None, 5, 5, 768) 0
Activation (None, 5, 5, 192) 0
Concatenate (None, 5, 5, 2048) 0
GlobalAveragePooling2D (None, 2048) 0

average pooling (GAP) layer that is used to reduce the feature map’s spatial dimension by
calculating the average of all values in height and width. We extract the deep features from
the GAP layer and obtain a 2048-D feature vector denoted as DP.

3.4 Feature transform

Before concatenation of these two features, we apply a PCA only to the deep feature,
because the feature extracted from deep learning always has a high dimension, and usu-
ally, the increase in dimension can decrease the model’s accuracy since the model needs
to generalize more data [32]. Also, the distribution of these two features is not on the
same scale, therefore, the direct fusion of deep features and handcrafted features is unrea-
sonable and may cause an unbalanced representation of features during classification.
Therefore, we apply PCA [33] for the dimensionality reduction of deep features from
2048-D to 320-D. We used a Python built-in PCA class and set the number of principal
components to 320 to get the reduced feature dimension of 320. Next, we input our deep
features into the PCA model. The model checks the variance on the features and preserves
high-variance features. The high variance features are the rich features that provide more
information from the given input. PCA removes the low variance features to reduce the
deep feature vector’s dimensionality.
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3.5 Fusion of features

In this paper, we used the feature fusion approach to better represent the frames for deep-
fake detection. After computing the handcrafted features of 320-D and deep features of 320-D
(after applying PCA), both features are concatenated to form a strong feature vector of 640-D.
The proposed feature vector combines the advantages of both manually created texture fea-
tures and deep learning features, and it offers supplemental information for each frame that
can raise the model detection accuracy.

3.6 Classification using XGboost

After feature extraction and fusion of features, we fed these features to train the XGBoost
model for classification. XGBoost model is an implementation of gradient-boosting decision
trees that can accurately identify complex relationships and patterns within the feature space,
producing extremely accurate classification outcomes. Furthermore, XGBoost uses regulari-
zation approaches to reduce overfitting and provide a strong generalization to new data. Addi-
tionally, XGBoost is effective for large-scale frame classification jobs due to its parallel pro-
cessing capabilities, which allow for faster model training and prediction. XGBoost makes use
of a combination of regression and classification trees (CARTs). The final prediction result is
the sum of all of these T trees’ prediction scores which is expressed as:

~ T
$o=2_ df(x).deD (14)

where y is the true value and x is the fused features, a = 1, ... N, here N represents the total
samples in the training set. D represents the decision trees set, and expressed as:

D = (d(x) = wt,(,) (15)

Here d(x) refers to one of the trees, wi,,) represents the leaf node weight, and s repre-
sents the structure of the tree. Therefore, the final predicted value of the XGBoost model is
the sum of the leaf nodes of each tree. Overall, XGBoost decreases model complexity and
adds regularization to the standard function. Additionally, to lessen overfitting and compu-
tation, this approach enables a column sampling approach.

For the experiments, we trained our classifier on a variety of hyper-parameters and
selected those parameter values where we got the best results. We fine-tuned the XGBoost
model and set the parameters Maximum depth=30, Learning rate=0.1, Maximum
round =500, and Objective = Softmax, because using these settings we obtained the best
results. For genuine and forged frame classification, we used a logistic loss function as an
evaluation metric. The logistic loss is expressed as:

1
LOSSLogixtic = _Iv Z;\I:l (yalog(pa) + (1 _ya)log(l _pa)) (16)

If the Lossy g = 0 in Eq. 16, then the given input belongs to the real class otherwise
fake class. Whereas p and y represent the predictive and actual values, respectively.
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4 Experiment and results

This section provides the details of different experiments conducted to assess our
method. The experiments are performed on an Intel Core i5 dual-core processor run-
ning at 3.1 GHz and 8 GB of RAM. The handcrafted texture features are extracted using
MATLAB R2022a, whereas the deep features are extracted using Google Colab. This
platform allows us to integrate various open-source libraries like Keras and TensorFlow.
We have used the Keras library to implement our DL. model for feature extraction.

4.1 Dataset

We used the Faceforensic + + (FF++) [17] and Deepfake Detection Challenge Preview
(DFDC-P) [34] datasets to assess the performance of our study. Faceforensic + +is the
most used benchmark dataset in the forgery detection domain. Faceforensic + + consists
of 4,000 fake videos and 1,000 real videos. Four different manipulation techniques are
applied to each real video to create the deepfakes namely Neural Texture (NT), Deep
Fake (DF), FaceSwap (FS), and Face2Face (F2F). DF and FS videos are generated using
face-swapping techniques whereas NT and F2F are generated using face re-enactment
techniques. This dataset provides three quality levels (high, low, and raw quality) of
forged videos, but we adopted high-quality and light-compressed (HQ/c23) videos for
our experiments.

The DFDC-P is the preliminary version of the Deepfake Detection Challenge
(DFDC) dataset, which contains 1131 real videos and 4119 face videos. Two unknown
deepfake creation approaches are applied to real videos for generating fake videos. We
used 80% of the dataset for training and the remaining 20% for testing to evaluate the
performance of our model.

4.2 Evaluation metrics

We assessed the performance of the proposed model using the area under the curve
(AUC) and accuracy evaluation metrics as also adopted by contemporary methods. The
AUC captures the area under the receiver operating characteristic curve and compares
the relationship between the false positive rate and the true positive rate. The percent-
age of mistakenly predicted negative occurrences is known as the false positive rate,
whereas the percentage of correctly predicted positive instances is known as the true
positive ratio.
Accuracy is another important evaluation metric that is computed as:

_ Frp+ Fry
Frp+ Fry + Fpp + Fpy

Ac a7)

Fpprefersto the total number of genuine video frames that the classifier has successfully
identified as real, Fyrefersto the total number of fake video frames that the classifier has
successfully identified as fake, Fp, refers to the total number of genuine video frames that
the classifier misclassifies as fake, and Fp shows the total number of fake video frames
that the classifier misclassifies as real.
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4.3 Performance analysis of the proposed model

The objective of this evaluation is to show the effectiveness of the proposed frame-
work for deepfake detection. The performance of our deepfake finder framework was
evaluated using AUC and accuracy evaluation metrics on the Faceforensic + + dataset
and DFDC-P dataset individually. In the first experiment, we evaluated the classifica-
tion performance of our model on the Faceforensic + + dataset. For this, we used 80%
videos of the dataset for training and the rest 20% of the videos for testing. For clas-
sification, we used the XGBoost classifier and fine-tuned it using the parameter values
that are mentioned in Sect. 3.6. In this experiment, we used our proposed features to
train XGBoost for the classification of frames as forged or bonafide and obtained 97.7%
accuracy and 99.3% AUC on the Faceforensic + + dataset. Table 3 shows the summa-
rized performance of our proposed model in terms of accuracy and AUC on Facefo-
rensic + + datasets. This dataset contains videos generated by 4 different manipulation
methods (NT, FS, DF, and F2F). The noteworthy outcomes on this dataset demonstrated
that our algorithm can properly identify various types of manipulation techniques. We
repeated the same experiment on the DFDC-P dataset for deepfakes detection. The pro-
posed fusion-based model gives a significant performance of 90.8% accuracy and 93.1%
AUC on the DFDC-P dataset. Table 3 demonstrates the results of our model on DFDC-
P datasets in terms of AUC and accuracy. The DFDC-P is a diverse dataset and contains
videos of people belonging to different geographical regions. This dataset has varied
facial angles, gender, race, illumination changes, and background settings. The remarka-
ble results on this dataset show that our model is robust to different background settings,
variations in gender, race, age groups, facial angles, facial appearance, and illumination
changes. From Table 3, we can observe that our model performed better on the Facefo-
rensic + + dataset as compared to the DFDC-P dataset to detect the forged and genuine
frames. Because the quality of the majority of videos in the DFDC-P dataset is poor
and some of the faces are barely recognizable, therefore the performance of our model
decreases to some extent when we evaluate it on DFDC-P.

4.4 Detection performance of deep feature, texture feature, and fusion

To quantify the effectiveness of our proposed fused feature, we designed a multi-stage
experiment to assess the performance of texture and deep features alone and their fusion on
both the Faceforensic + + dataset and the DFDC-P dataset individually.

In the first stage of this experiment, we evaluated the performance of our model using
only the deep features. We used Inceptionv3 for deep feature extraction and employed these
features to train the XGBoost for deepfake detection. Our proposed model obtained the
accuracy and AUC of 90.4% and 93.3% on the Faceforensic+ + dataset, and 88.6% and
90.0% on the DFDC-P dataset. In the second stage of this experiment, we employed our
DMLHP texture features with Xgboost to detect the manipulated content and the results

Table 3 Performance evaluation of the proposed model

Method Features Dataset AUC (%) Accuracy (%)
Proposed Method (Inception ~ Deep Features + Texture  Faceforensic + + 99.3 97.7
V3 +DMLHP—XGBoost) Feature DEDC-P 93.1 90.8
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Table 4 Comparative analysis of deep features, DMLHP texture features, and fused features

Method Features Faceforensic + + DFDC-P

Accuracy (%) AUC (%) Accuracy (%) AUC (%)

Inception V3 +XGBoost Deep features 90.4 93.3 88.6 90.0
DMLHP descriptor + XGBoost ~ Texture features  86.6 88.2 79.6 82.9
Proposed method Deep fea- 97.7 99.3 90.8 93.1
tures + Texture
features

are mentioned in Table 4. In the last stage of this experiment, we employed the proposed
fused features with XGBoost for deepfakes detection. From the results in Table 4, we can
see that the deep features provide better performance as compared to texture features when
used alone, but the fusion of deep and texture features offers the best performance. The
fused feature vector holds the advantages of both feature extractors and creates a more reli-
able descriptor that can capture the most unique traits of the bonafide and forged frames.

4.5 Performance comparison with existing models

The objective of this evaluation is to show the effectiveness of our model for deepfake detec-
tion over contemporary techniques on two benchmark datasets. We conducted some experi-
ments to compare the performance of our model to the existing deepfake detection methods.

In the first experiment, we compared our system performance to the existing deepfake
detection methods on the Faceforensic + + dataset, and the results in terms of AUC and accu-
racy are provided in Table 5. From Table 5, we can infer that the proposed method outper-
forms the contemporary deepfake detection methods by achieving an accuracy of 97.7% and
an AUC of 99.3%. Sabir et al. [18] was the second-best method in terms of accuracy and
obtained an accuracy of 96.3%. Whereas, Qian et al. [35] was the second best method in terms
of AUC and obtained an AUC of 97.9%. In [18, 35], the authors used only deep features for
the deepfake detection whereas our model used the fusion of deep features and handcrafted
features, and these fused features can better capture the unique traits of the bonafide and forged
frames as compared to deep features only. Table 5 demonstrates that our model can detect dif-
ferent manipulated methods with higher detection accuracy than the comparative studies.

In the second experiment, we compared our method to the state-of-the-art deepfakes
detection methods on the DFDC-P dataset, and the results are reported in terms of AUC
and accuracy in Table 6. Our proposed model provides the best detection accuracy and
achieved 93.1% of AUC and 90.8% of accuracy for deepfake detection on the DFDC-P
dataset. Tolosana et al. [36] was the second-best system for deepfakes detection with an
AUC of 91.1%, whereas Ilyas et al. [29] was the second-best model in terms of accuracy
of 88.4%. Both second-best methods are based on deep features, in contrast, our method
is based on the fusion of handcrafted and deep features, which ensures to capture both
the low- and high-level significant traits from data. The accuracy of deepfake detection
is improved when handcrafted features and deep features are combined because it takes
advantage of both methods. To detect abnormalities or manipulations in photos or videos,
such as subtle face inconsistencies or artefacts, handcrafted features are created to capture
domain-specific information and traits. On the other hand, deep features that are derived
from deep learning models can recognise and learn complicated, hidden patterns in the

@ Springer
Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Multimedia Tools and Applications (2024) 83:49013-49037 49031

Table 5 Comparative study on Faceforensic + + dataset in terms of accuracy score (Acc) and AUC

Study Deep learning-based Handcrafted feature- AUC (%) Acc (%)
Models based Models
Afchar et al.[14] v 84.7 83.1
Matern et al.[9] v 66.4 -
Yang et al.[12] v 473 -
Nguyen et al.[6] v 76.3 92.8
Sabir et al.[18] v - 96.9
Nguyen et al.[6] v - 92.8
Wang et al.[37] v - 85
Amerini and Caldelli [38] v - 94.2
Qian et al.[35] v 97.9 -
Liu et al.[39] v 96.9 -
Khormali and Yuan [40] v 94.4 93.6
Khalid et al.[27] v 87.7
Khalid et al.[28] v 98
Ilyas et al.[29] v 96.5
Proposed v v 99.3 97.7

data. Combining these two different types of features allows the deepfake detection sys-
tem to benefit from both precise, human-designed feature engineering and the capacity to
automatically learn and adapt to developing deepfake approaches, producing more reliable
and accurate detection results. This combination improves overall detection performance
by adequately addressing the dynamic nature of deepfake production. From Table 6, the
reported results confirm that our model can better detect the deepfake content in case of
variation in gender, age groups, race, facial angles, lighting condition, and facial appear-
ance than the prior deepfake detection methods.

4.6 Performance evaluation with PCA and without PCA

The objective of the experiment is to assess the impact of Principal Component Analysis
(PCA) on the performance and efficiency of our deepfake detection algorithm. In the first
scenario, we applied the PCA-based feature selection on the deep 2048-D feature vector
and reduced its dimensionality to 320 principal components. After that, we fused these

Table 6 Performance comparison of our model with existing models on the DFDC-P dataset

Study Deep learning-based ~ Handcrafted feature- AUC (%) Acc (%)

Models based Models
Lang et al.[41] v 85.1 -
Hu et al. [20] v 64.0 63.8
Tolosana et al. [36] v 91.1 -
Hu et al.[23] v 82.8 80.3
Lee et al. [42] v - 61.1
Ilyas et al. [29] v - 88.41
Proposed Model v v 93.1 90.8
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components with 320-D handcrafted features and used these fused features as input for
our XGBoost classification model. Our proposed model obtained the accuracy and AUC
of 97.7% and 99.3% on the Faceforensic + + dataset, and 90.8% and 93.1% on the DFDC-
P dataset. In the second stage of this experiment, we evaluated our performance without
using PCA. For this, we directly used the 2048 high-dimension deep feature vector as input
to the algorithm and followed the same procedure mentioned in the first experiment. The
proposed model obtained the classification accuracy and AUC of 94.2% and 96.1% on the
Faceforensic + +dataset, and 89.9% and 87.8% on the DFDC-P dataset. The experiment
results are mentioned in Table 7. From the results, we can demonstrate that our model pro-
vides better results with the inclusion of PCA, as it simplifies the feature vector by reduc-
ing the redundancy by minimizing the impact of irrelevant features. Thus, enhances the
effectiveness of proposed features for better representation of genuine and forged frames
and ultimately improve model generalization and accuracy for deepfake detection.

4.7 Performance comparison with other classifiers

To evaluate the effectiveness of the XGBoost classifier with the proposed fused feature
vector, we compared the performance of XGBoost against conventional classifiers, includ-
ing K-nearest neighbors (KNN) and SVM. Initially, we fine-tuned these three classifiers,
for KNN, we set the number of neighbors parameter at 7 and the chosen distance metric
is Euclidean. For SVM, the kernel scale parameter is configured at the value of 18, while
the selected kernel is the radial basis kernel (RBF). For XGBoost, we used the same hyper-
parameters that are mentioned in Sect. 3.6. We selected these parameters as we achieved
the best results on these settings.

In our first experiment, we extracted the fused feature vector using the Faceforen-
sic+ +and DFDC-P datasets individually and used these features one by one as input
to the SVM model for classification. The classification results in terms of AUC and
accuracy are mentioned in Table 8. In our second and third experiments, we repeat the
same procedure for KNN and XGBoost and the performance outcomes are mentioned
in Table 8. From the results listed in Table 8, we can demonstrate that the XGBoost
classifier outperforms others and achieved the highest AUC and accuracy of 99.3% and
97.7% respectively using Faceforensic + + data, while we obtained an AUC of 93.1%,
and accuracy of 90.8% on DFDC-P dataset. The SVM model performs second best by
obtaining an AUC of 96.7%, and an accuracy of 94.7% on the Faceforensic + + data-
set, whereas we achieved an AUC of 89.1% and an accuracy of 87.8% on the DFDC-P
dataset. While KNN performed the worst and achieved 94.1% of AUC, and 92.2% of
accuracy on the Faceforensic + + dataset, whereas we achieved an AUC of 86.9% and
an accuracy of 84.8% on the DFDC-P dataset.

Table 7 Performance comparison -

of our model with PCA and Method PR+ DFDC-P

without PCA AUC Acc AUC Acc
With PCA 99.3 97.7 93.1 90.8
Without PCA 96.1 94.2 89.9 87.8
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Table 8 Comparative analysis of

. . . Method FF+ + DFDC-P
machine learning classifiers
AUC Acc AUC Acc
SVM 96.7 94.7 89.1 87.8
KNN 94.1 922 86.9 84.9

Deepfake detection requires identifying subtle modifications and patterns in the
video frames. These complex relationships are well-captured by the XGBoost ensemble
learning approach, which integrates numerous decision trees. In contrast to SVM, which
depends on creating rigid hyperplanes to divide data points and may have trouble with
complex, non-linear decision boundaries. Also, XGBoost can adapt and generalize well
to the different patterns encountered in forgery detection, contributing to its superior
performance than other classifiers.

4.8 Cross-set evaluation on the faceforensic+ +subsets

The objective of this evaluation is to show the generalization capability of our model
on unseen subsets of the Faceforensic + +dataset. In the first experiment, we check
the generalizability of our model on unseen neural texture videos. For this purpose, we
trained our model using DF, FS, F2F, and real data and evaluated it on NT data. The
proposed model achieved 73.8% accuracy for neural texture forgery detection. The out-
comes are highlighted in Table 9. In the second experiment, we check the generaliz-
ability of our model on unseen DF subset videos. For the training process, we used
FS, F2F, real, and NT videos whereas for testing we used the DF videos. The proposed
model achieved 86.7% accuracy for deepfake forgery detection. In the third experiment,
we check the classification performance of our model on unseen face swap videos. To
train our proposed model, we used real videos, neural texture videos, deep fake videos,
and face2face videos. To test our model, we used face swap videos and achieved 81.4%
accuracy for face swap forgery detection. In the last experiment, we identify the gener-
alizability of our model on unseen face2face videos. For this experiment, we used NT,
DF, FS, and real videos for the training procedure, and face2face videos for the testing
procedure. The proposed model obtained 74.3% accuracy for face2face forgery detec-
tion. The outcomes of the above experiments are reported in Table 9.

Table 9 shows that our model has the best classification performance for deepfake
forgery detection while we obtained the second-best classification performance for face
swap forgery detection. Our finding shows that we achieved poor results when we train
our model on DF, FS, F2F, and Real videos and test our model on the NT videos, as the
major portion of the training set contains videos generated by face-swapping techniques

Table 9 Cross-set

evaluation on each subset of Train set Test set ACC (%)
Faceforensic + + dataset DF., FS, F2F, Real NT 73.8
FS, F2F, Real, NT DF 86.7
F2F, NT, DF, Real FS 81.4
NT, DF, FS, Real F2F 74.3
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while the test set contains videos generated by facial re-enactment techniques. Addition-
ally, it is quite challenging to detect NT videos because in these videos only the mouth-
related facial expression is manipulated.

4.9 Cross-dataset evaluation

In this section, we reported the cross-dataset evaluation of our model on the unseen dataset
to show the generalization capability of our model. Both datasets (Faceforensic+ +and
DFDC-P) are first split into an 80:20 ratio (20% for the testing procedure and 80% for
training). In the first experiment, we trained our model on the Faceforensic + + dataset,
tested it on the DFDC-P dataset, and achieved 54.3% accuracy. In the second experiment,
the proposed model is trained on the DFDC-P dataset, tested on the Faceforensic + + data-
set, and obtained 69.4% accuracy. In the third experiment, we evaluate the cross-dataset
performance of our model on an unseen manipulated method. For this purpose, we
trained our model on the DFDC-P dataset and tested it on the face swap videos from the
Faceforensic + + dataset.

The proposed model obtained 67.3% accuracy on unseen face swap videos and the
results are listed in Table 10. Using the same experimental protocols mentioned in the third
experiment, we individually tested our model on the face2face videos, deepfake videos,
and neural texture videos from the Faceforensic + + dataset. The proposed model obtained
69.8% accuracy for face2face forgery detection, 81.8% for deepfake forgery detection,
and 58.8% for neural texture forgery detection. The results of cross-dataset experiments
are stated in Table 10. From Table 10, we can infer that our model provides remarkable
performance on unseen deepfake videos from the Faceforensic + + dataset with an accu-
racy of 81.8%. The proposed model provides the second-best performance on unseen face-
2face videos from the Faceforensic + + dataset with 69.8% classification accuracy. It can
be observed from the results that our proposed model achieved exceptional results when we
trained our model on the DFDC-P dataset and tested it on the Faceforensic + + dataset with
69.4% accuracy. In contrast, our model provides the worst performance when we trained
it on the Faceforensic+ +dataset and tested it on the DFDC-P dataset. This is due to the
reason that the DFDC-P dataset is a challenging dataset and is collected under different
scenarios like outdoors and indoors with different light conditions (like day, night, mid-
night, etc.), pose variations, and camera positions that make it difficult to detect. Moreover,
the subjects who participated in making this dataset are of different age groups and gen-
der. Additionally, these individuals belong to different geographical regions (South Asia,
Africa, America, East Asia, and Caucasia) and have dissimilarities in facial attributes, i.e.,
the skin tone of Americans is different from Africans. These variations in race, gender,
skin tone, and age group make the cross-dataset evaluation on the DFDC-P dataset more

Table 10 Cross-dataset

) Train Dataset Test Dataset Accuracy (%)
evaluation
DFDC-P DF subset 81.8
F2F subset 69.8
FS subset 67.3
NT subset 58.8
Entire FF+ 69.4
FF+ + DFDC-P 54.3
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challenging. Despite these reasons, we can infer that our model trained on the Faceforen-
sic+ +dataset and tested on the DFDC-P dataset obtained 54.3% accuracy. This outcome
is encouraging after considering the diversity in the DFDC-P dataset.

5 Conclusion and future work

In this paper, we have proposed a novel fake-checker framework for the detection of forged
frames in a video that is reliable as well as robust to the different deepfakes generating
methods. More specifically, our method can distinguish between face-reenactment and
face-swap deepfakes that are produced using various methods. Our proposed model com-
prises the fusion of deep features with handcrafted features that can capture the distinctive
traits of real and fake frames. The proposed model is tested on the DFDC-preview and
Faceforensic + +datasets and exhibits exceptional identification performance in spite of
challenging scenarios like deepfakes produced by several algorithms with different facial
angles, skin tone, camera positioning, lighting conditions, and background settings. To
show the efficacy of our model, we compared the performance of our method with con-
temporary techniques. The experimental outcomes show that our model outperformed the
majority of deepfake detection models in terms of AUC and accuracy. We also performed
the cross-set and cross-dataset evaluation of our model. Our method performed reasonably
well on the cross-set scenario but showed lower results on cross-dataset evaluation. In the
future, we intend to test our method on other datasets i.e., UADFYV, Celeb-DF, etc., and
improve the generalizability of our method in terms of cross-dataset evaluation.
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