Multimedia Tools and Applications (2024) 83:49321-49341
https://doi.org/10.1007/511042-023-17579-w

®

Check for
updates

Shuffle SwishNet-181: COVID-19 diagnostic framework using
ECG images

Tanees Riaz' - Ali Javed' - Majed Alhazmi? - Ali Tahir? - Rehan Ashraf®

Received: 10 October 2022 / Revised: 25 May 2023 / Accepted: 17 October 2023 /
Published online: 2 November 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract

Early and precise detection of COVID-19 holds significant benefits, particularly in facili-
tating the prompt isolation of infected individuals and helping to control the spread of this
disease as vaccinated persons also got infected from COVID-19. The research community
has explored various COVID-19 diagnostic tools operated on different imaging modalities
like X-rays and CT scans apart from conventional PCR testing which often takes several
hours to get the results. Existing studies on ECG-based COVID-19 diagnostics are lim-
ited even though this modality is quickly available as compared to CT scans and X-rays.
Moreover, our preliminary analysis suggests that ECG images can also be used to study
the correlation of COVID-19 with cardio diseases, which is not possible in the case of
X-rays and CT scans. Moreover, current ECG-based COVID-19 diagnostics approaches
often report an issue of low detection accuracy and focus more on binary classification.
To overcome these challenges, we developed an effective COVID-19 diagnostic tool by
proposing a novel Shuffle SwishNet-181 deep learning-based model. During the pre-pro-
cessing, the background is subtracted from the signals and combined these signals in a
hexaxial way. Shuffle SwishNet-181 extracts the distinctive deep features and accurately
classifies the ECG images into COVID-19, normal, myocardial infarction (MI), abnormal
heartbeat patients (HB), and patients who have a history of myocardial infarction (PMI).
Moreover, the Score-cam technique is employed to visualize the working of the proposed
model by showing the top priority features extracted by the Shuffle SwishNet-181 model.
The rigorous experimentation is performed on a publicly available ECG imaging dataset
to demonstrate the effectiveness of the COVID-19 diagnostic framework. The proposed
model achieved an accuracy of 99% in the case of COVID-19 vs. Normal, 99.4% in the
case of COVID-19 vs. MI, 98.8% in the case of COVID-19 vs. HB, and 98.7% in the case
of COVID-19 vs. PMI. For multiclass classification, the proposed model achieved 91.6%
accuracy. Experimental results show the reliability of the method for binary and multi-
class classification of COVID-19. Explainability analysis proved that the proposed model
precisely focuses on salient features for classification.
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1 Introduction

The world is facing the deadliest pandemic “COVID-19” and its disasters are increasing
day by day. COVID-19 started in the city of Wuhan; China has now spread to all countries.
The virus is not only spreading at a higher rate but is also changing its RNA and creating
its mutants. Till now 256,966,237 cases have been reported along with 5,151,643 deaths all
around the world [22]. COVID-19 symptoms vary from no symptoms to mild and severe
symptoms. Studies have shown that COVID-19 affects different organs therefore it has a
large variety of symptoms. In mild cases, fever, cough, sore throat, tiredness, high tem-
perature, sneezing, diarrhea, headache, loss or disturbance in the sense of smell and/or
taste are the most common symptoms that have been seen in infected persons [23]. Severe
symptoms include shortness of breath which in certain cases can cause death. Research has
shown that COVID-19 produces double pneumonia in the lungs [29]. COVID-19 not only
affects the lungs but also disturbs the working of the heart, kidneys, and brain. Chowdhry
et al. studied the harmful effect of COVID-19 on body organs. The study concluded that
dysregulation and thrombotic microangiopathy, and "cytokine storm" syndrome are the
factors that are harmful to kidneys during COVID-19. Moreover, the COVID-19 virus can
attach to ACE-2 receptors through which the virus can invade in brain, liver, kidney, and
heart causing a multi-organ failure [7]. COVID-19 has not only asymptomatic in nature but
also transmit at a rapid rate that urges for fast and accurate detection of an infected person.

Different testing approaches have been introduced till now for the detection of COVID-
19. Clinicians are using different techniques, which include Nucleic Acid testing, Protein
testing, and computed tomography for the diagnosis of COVID-19. Among several test-
ing procedures, nucleic acid testing using real-time reverse transcriptase-polymerase chain
reaction (rRT-PCR) for amplification of nucleic acid is the most accustomed testing tech-
nique. rRT-PCR is a standard technique that uses samples taken from the nasopharynx
(uppermost part of the nose and throat) and detects the presence of the pathogen in the
sample. The patient gets the results of the test from 12 h to 5 days at a high cost. Protein
testing uses the antigens and antibodies that are generated by the body in response to the
COVID-19 attack on the body. There is no critical amplification process in it therefore it
is rapid, easy, and does not need skilled staff. Missing amplification process produced on a
very less amount of sample which leads to inaccurate results [15]. However, each technique
has its drawbacks and including RT-PCR, there is no such technique till now that produces
the most accurate results at all times. Nucleic acid testing may show COVID-19-positive
patients as negative which is the main drawback of this technique. Moreover, special kits
and a laboratory setup are required for testing COVID-19 through nucleic acid testing and
protein testing. This situation urges the development of detection systems that use already
existing technologies and do not need any specialized laboratory setup.

Al-based methods are also developed which use existing technology for the identifi-
cation of COVID-19-infected persons. When Al-based models are utilized in the medi-
cal profession, there is a risk that the model will make decisions based on irrelevant fea-
tures. However, advances in artificial intelligence also help in interpreting the working of
CNN. Explainable Al gives solutions to these problems and clarifies the working of CNN
models. Manga et al. [4] worked on the four categories of X-ray images normal, bacterial
pneumonia, viral pneumonia, and COVID-19 pneumonia. The study developed a 121-layer
deep DenseNet CNN model to classify X-ray images into four categories. Garzon et al.
[8] applied current deep learning models (VGG19 and U-Net) to identify images as posi-
tive or negative for COVID-19. The study utilized segments of lung X-rays that removed
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the surrounding’s irrelevant information for the classification that might produce biased
results,a transfer learning-based model was used for classification. Other infections also
cause pneumonia in the lungs in such conditions making the identification process com-
plex. Moreover, much research is performed on the detection of COVID-19 using CT and
chest X-rays, but these researches ignore the effect of COVID-19 on major body organs
including the heart.

Researchers have observed that COVID-19 has a harmful effect on the heart. Ibrahim
et al. compared the ECG of 105 COVID-19 patients having a mean age of 11 with a healthy
control group. The COVID-19 symptoms in children were of mild or asymptomatic cat-
egory in comparison with adults. In the study, among 105 children, 51.4% of cases showed
no symptoms and 48.5% of cases showed mild symptoms. The research proved that there
was a major difference in heart rate between the COVID-19 patient’s ECG and the control
group’s ECG. The study concluded that the risk of ventricular arrhythmia may increase
and there was a modification in repolarization characteristics in such asymptomatic
patients [18]. Kaliyaperumal et al. [9] studied the ECG of COVID-19 patients when they
were admitted in the hospital. The study found that 81% of ECGs were abnormal, where
2.9% had rhythm abnormalities, 36.5% of patients showed rate abnormalities, and 2.9% of
patients dealt with prolonged PR intervals. A significant change in ST and T segments was
observed in 42.9% of patients. This study proved that ECG can be a highly beneficial tool
for the diagnosis of COVID-19. Even though COVID-19 influences heart working not only
in critical cases but also in asymptomatic cases, few experiments are done for the detection
of COVID-19 using ECG. Barman found that 7 to 28% of patients developed acute heart
abnormalities during COVID-19. Based on severity, patients were divided into severe and
none-severe groups. The study concluded that abnormalities in ECG increase with a surge
in the severity of COVID-19 infection [16].

Characteristics of patients who are detected with COVID-19 have clearly shown that
the heart is infected when the virus attacks the body [18]. Therefore, ECG can be a benefi-
cial tool for the diagnosis of COVID-19-positive patients. Existing methods that use ECG
for the identification of COVID-19 have low accuracy problems. Currently, clinicians are
using five different types of molecular and antigen testing techniques for the recognition of
COVID-19. These testing techniques need expert personnel with a proper laboratory setup
and specialized primers which are difficult to design. Moreover, rRT-PCR is the most sen-
sitive technique used for detection, but it takes several hours for execution. This research
aims to provide an automated method to detect COVID-19 more precisely and quickly.
This research suggested an approach that implements deep learning-based models to detect
COVID-19 based on abnormalities developed in an infected patient’s ECG. The proposed
model classifies ECG images of COVID-19 patients and ECGs of non-COVID-19 persons
which include Normal, Myocardial Infarction, Abnormal Heartbeat, and Patients with his-
tory of any Myocardial Infarction. The model effectively classifies COVID-19-positive
patients in a multiclass scenario. The main contributions of our work are:

e Development of an effective end-to-end deep learning model for reliable detection of
COVID-19 from the ECG images.

e Development of effective deep features capable of extracting distinctive traits from the
ECG images of normal people and COVID-19 patients.

e Explainability analysis to visualize the discriminatory features selected by our model to
achieve reliable classification.

e Performance improvement over the existing contemporary ECG-based COVID-19
detection methods.
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Section 2 of the paper presents an overview of the existing research conducted on the
detection of COVID-19 through analysis of electrocardiogram (ECG) images. In Section 3,
we present a comprehensive description of the proposed methodology. Moving forward
to Section 4, we provide an extensive analysis of the experiments conducted to assess the
effectiveness of the proposed methodology, accompanied by a thorough discussion of the
obtained results. Finally, Section 5 concludes our study, summarizing the key findings and
suggesting avenues for further research in this domain.

2 Related work

This section presents a critical investigation of existing state-of-the-art COVID-19 detec-
tion and analysis methods. Section 2.2 discusses the adverse effects of COVID-19 on the
heart as well as the ECG characteristics of COVID-19 patients.

2.1 Automated testing using CT scans and x-rays

Radiological images serve as an advantageous tool for the identification of COVID-19.
COVID-19 affects the human respiratory system. Existing methods have utilized differ-
ent deep learning frameworks including transfer learning to develop COVID-19 detection
methods CT scans and X-rays. Hussain [13] presented a 22-layer CNN model “CoroDet”
which utilized X-ray images and CT-scan images as input to develop 2-class and multi-
class classification for COVID-19. This model achieved 99.1% accuracy for 2-class, 94.2%
during 3-class, and 91.2% during 4-class classification. These methods solve the problem
of low sensitivity in molecular and protein testing. Wong et al. [17] studied features of chest
X-rays of COVID-19-infected persons. The distribution of these features was found at 41%
in the peripheral area and 50% in the lower area of the lungs. Wang et al. [25] suggested
a CNN prediction model for the identification of COVID-19 by employing explainable Al
methods. The model used three categories of lung X-ray images that are non-COVID-19,
normal, and COVID-19-affected images. The model achieved 92.4% accuracy to predict
COVID-19 cases. This prediction model helps clinicians to diagnose critical cases. How-
ever, such models are developed on a limited data set and most studies used COVID-19
negative images from a different dataset which leads to good results [19].

2.2 ECG animportant tool for COVID-19 detection

Heartbeat produces electrical signals that are recorded in the form of an ECG providing the
current condition of the heart. ECG can detect ischemia, atrial fibrillation, left ventricular
hypertrophy, and even an early diagnosis of cardiovascular diseases [21]. 12-Lead ECG is
considered the most used standard lead. Each lead provides a different angle for an electri-
cal potential drop between two points in space. The frontal plane contains six leads I, II,
III, avF, avR, and avL, known as limb leads which detect the vector in the frontal plane
while the horizontal plane contains V1, V2, V3, V4, V5, V6, known as chest leads which
detects the vector in the horizontal plane. Leads I-III are the original leads obtained from
one exploring electrode and two reference electrodes and the other 9 leads are obtained
from one exploring electrode and a combination of three or two reference electrodes [12].
The hexaxial reference system is used to represent six limbs lead in the frontal plane. This
reference system contributes to giving a more explainable sequence of leads for reading
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the ECG. This system uses an order of lead as avL, I, the inverse of avR, II, avF, III, and
then V1 to V6. Inverted avR assists to find inferior myocardial infarctions, moreover, it
also fills the space between leads II and III moving toward the right or left in the reference
system [11]. Research has shown that the ECG of COVID-19 patients has particular fea-
tures that make them identifiable. Angeli et al. [14] defined the ECG features of COVID-19
patients having pneumonia. The team examined 12-Lead-ECG of 50 COVID-19 patients
at the time of admission, on worsening clinical conditions, and before discharge. The
study showed that 26% of patients developed new ECG abnormalities. Angeli et al. con-
cluded that COVID-19 patients get ECG abnormalities at later stages and these included a
broad range of cardiovascular abnormalities. Li et al. [26] used 18-Lead ECG and labora-
tory tests for observing the effect of COVID-19 on its victims. ECG was measured at the
time of admission of patients and when the patient’s condition becomes adverse the study
showed the comparison of ECG conditions between non-ICU patients and ICU patients.
Li et al. found that patients with cardiovascular problems also got ECG abnormalities due
to COVID-19. Kaliyaperumal et al. [6] studied the ECG of COVID-19 patients before and
during COVID-19. During the study, patients were divided into two groups, and their PR:
HR slopes were analyzed. Pavri et al. found that PR prolongation with an increase in heart
rate in COVID-19 patients was even a cause of death in some cases. The study has a limita-
tion because PR-interval measurement may be susceptible to error.

2.3 ECGimage classification

The majority of the imaging modality-based works presented for COVID-19 detection
have used either CT or X-ray images. Acharya et al. [1] proposed a feasibility study of
using deep convolutional neural networks (CNNs) for COVID-19 detection using ECG sig-
nals. The study evaluated several pre-trained CNN models, including AlexNet, VGG16,
and ResNet50, for COVID-19 detection. The results showed that these models achieved
high accuracy for COVID-19 detection, with ResNet50 achieving the highest accuracy of
96.67%. There have been several deep-learning models proposed for COVID-19 detec-
tion using ECG images. According to our knowledge, there exist a few works that have
used ECG images for COVID-19 detection due to the limited availability of ECG-based
COVID-19 datasets. As per our investigation, there is only one publicly available data-
set called the ECG Images dataset of Cardiac Patients [3] that contains COVID-19 ECG
images till now. Studies done on COVID-19 diagnosis through ECG used this same dataset
for evaluation.

In a recent study, Dey et al. [10] suggested an ECG-based pipeline for COVID-19 diag-
nosis called ECG-BiCoNet that utilized Bi-Layers of deep features integration. These deep
features were then integrated and fed into a classifier for COVID-19 diagnosis. The pipe-
line accomplished an accuracy of 99.5% for COVID-19 diagnosis. One of the limitations
of the “ECG-BiCoNet” pipeline is the large amount of data required for training due to
the use of two Bi-Layer modules for feature extraction. The high number of parameters in
these modules results in a risk of overfitting, making a large dataset necessary for accurate
COVID-19 detection. Attallah [5] introduced the ECG-BiCoNet model which extracts bi-
level characteristics from two separate layers of five different deep learning models. Bi-
level features were combined to feed into an ensemble classification model which used
three ML classifiers. Experiments obtained an accuracy of 98.8% on binary classification
and 91.73% on multi-class. The study does not provide details of classification with other
cardiovascular classes. Mehmet et al. [20] employed ECG-based images for classifying

@ Springer
Content courtesy of Springer Nature, terms of use apply. Rights reserved.



49326 Multimedia Tools and Applications (2024) 83:49321-49341

COVID-19 patients. The study used the Gray-Level Co-Occurrence Matrix (GLCM) for
extracting features from images and implemented the hexaxial method for mapping of con-
verted features into 2-D images. Studies performed classification using a deep learning
model which achieved 96.02% accuracy for a normal vs. COVID-19 case while 93% for
COVID-19 vs. no findings. The authors of the study converted ECG images into numeri-
cal features and again converted these features into image form, this conversion process
may introduce errors in the results. Moreover, the study did not provide the effectiveness
of the model in the presence of all cardiovascular diseases. Tawsifur et al. [24] compared
pre-trained deep learning models: ResNetl8, InceptionV3, ResNet50, MobileNetv2,
ResNet101, and DenseNet201 on ECG images. InceptionV3 performed best among all
CNN in a five-class problem by achieving 97.83% accuracy. However, in binary and three-
class problems, DenseNet-201 attained the highest accuracy of 99.1% and 97.36%, respec-
tively. Despite good results, the study did not perform preprocessing on images which may
lead to performance degradation and used fewer data for testing which may introduce the
biasing problem. Anwar et al. [27] studied the impact of augmentation while the classifica-
tion of ECG-based images. The study concluded that to some extent, augmentation assists
to increase the accuracy, but multiple data augmentation techniques can ultimately reduce
the accuracy. This study was able to obtain an accuracy of 81% without augmentation. This
study did not achieve promising results. Ahmed et al. introduced a deep-learning model to
detect COVID-19 vs Normal ECG images. The study achieved 98.81% average accuracy.
During experiments, the different CNN models utilized direct ECG images for classifica-
tion. The study focused more on binary classification. Moreover, the authors of the study
utilized imbalanced data for experiments [2].

3 Proposed methodology

This section presents a detailed explanation of the proposed ECG-based COVID-19 detec-
tion method. Preprocessing is performed on ECG images since the images contain noise.
After Preprocessing the images are resized according to the developed CNN model “Shuf-
fle SwishNet-181” and these images are fed into the model. The first layers extract deep
features from the preprocessed ECG images and pass the extracted deep features to clas-
sification layers. The Shuffle SwishNet-181 is designed to extract deep features from the
ECG images using a series of convolutional and pooling layers. The convolutional layers
implement filters to the preprocessed images to perceive features such as edges and pat-
terns, while the pooling layers reduce the dimensions in the spatial aspect to capture the
most salient information in the images. The convolutional layers output is transferred to
fully connected layers, which deploys a final classification of the ECG image as COVID-19
positive or negative. The fully connected layers aggregate the extracted features and use
them to make a prediction based on the learned patterns in the data. The detailed method-
ology is provided in subsequent subsections.

3.1 Preprocessing

The available dataset contains unprocessed images which require preprocessing techniques to
generate classifiable images. Initially, few images were the ECG reports of the patient which
includes irrelevant information. The irrelevant information was removed to separate the ECG
part only. Each image contains the data of 12 leads and leads II or III signals; the data of each
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lead is separated by dividing the entire image into different lead images. Each lead starting
and ending point is manually set to take out the required part of the image. The next step is the
removal of background and labels from all lead images. For this purpose, the segmentation
and closing operation is employed. The results of the background removal process are white
lines that represent the signals while having a black background. To set images in a hexaxial
way, the mirror images of six leads (I, II, III, avF, avR, and avL) were generated to show the
inverse signal of these leads. To concatenate all lead images including mirror images in 3 rows
and six columns to generate the final image. A sequence of the combination of leads in every
image is shown in Table 1. In order to meet the requirement of the proposed deep learning
model, the input images were resized to 224 X224 x 3. During the background removal pro-
cess, all images were converted into binary format, therefore, all images were first converted
into a 3-channel image and then resized to 224 X 244.

The objective of this study is to diagnose and detect COVID-19-positive patients through
ECG trace images. The proposed model used an improved ShuffleNet architecture named
Shuffle SwishNet-181 for extracting deep features and classification of ECG images. The pro-
posed model contains three steps: pre-processing of ECG images, feature extraction of pre-
processed ECG images, and classification of deep features. Image preprocessing is necessary
as the available dataset is in raw format. During preprocessing, 6 leads (I, II, III, avF, avR,
avL) are inversed. There are two main reasons for inversing these leads; the hexaxial system
is a reference system to present ECG in a 2D image format. This reference system places the
Lead I at 0° position and all other leads are placed according to Lead I. Inverse Lead avR is
used in this system which helps to detect inferior myocardial infarction. Moreover, the inver-
sion of the limb leads also provides another angle to show heart electrical activity which
assists in identifying COVID-19 patients. The images of limb leads, the inverse of limb leads,
and chest leads are combined to form one image. The generated images are then fed to the
novel Shuffle SwishNet-181 DL model for feature extraction. Shuffle SwishNet-181 extracts
the deep features from the input images and later classifies them into COVID-19, Myocardial
Infarction (MI), Abnormal Heartbeat (HB), Normal, or Previous Myocardial Infarction (PMI)
classes. Figure 1 shows the working of the proposed model.

3.2 Pre-trained deep learning model

Deep learning approaches are widely used in medical imaging for the detection and monitor-
ing of patients. Several pre-trained deep learning models are available for example resnet-50,
resnet-18, AlexNet, and ShuffleNet. These networks are trained on the ImageNet database
containing 1000 classes. ShuffleNet is a deep learning architecture designed for efficient and
accurate image classification, which achieves state-of-the-art results with low computational
complexity. It was proposed by Zhang et al. [28] as a modification to the traditional convolu-
tional neural network (CNN) architecture, utilizing group convolutions and channel shuffling
to reduce the number of parameters and computation required, thus resulting in faster train-
ing and inference times. Group convolutions enable the network to learn more efficient and
effective feature representations by reducing the computational complexity and the number of

Table 1 Leads arrangement in

the final image I avL II(-) avF(-) 1I¢-) avR(-)
1(-) avL(-) I avF I avR(-)

\2! V2 V3 V4 V5 V6
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Fig.1 Proposed model

parameters. Channel shuffling allows for inter-group communication and enhances the diver-
sity of feature maps, making the network more robust and accurate. Compared to traditional
CNNs, ShuffleNet demonstrates superior accuracy and computational efficiency, making it a
popular choice for resource-constrained scenarios.

ShuffleNet is comparable to AlexNet in terms of performance but ShuffleNet has 13
times lower computational cost than AlexNet. ShuffleNet performs image classification
effectively and efficiently therefore, we selected the ShuffleNet architecture for enhance-
ment. ShuffleNet consists of channel shuffle on group convolution and Shuffle unit. Shuf-
fleNet consists of 172 layers in which global average pooling passes deep features to the
last three layers (fully connected, softmax, and classification) to perform the classification.

3.2.1 Shuffle SwishNet-181

The proposed Shuffle SwishNet-181 model comprises 181 layers that include nine addi-
tional layers of group2dconvolution, batch Normalization, and Swish layer as compared
to 172 layers of the pre-trained ShuffleNet model. These expanded layers do not follow
the basic architecture of shuffle unit blocks rather these layers are present in a repeated
sequence. This enhanced the performance of the pre-trained ShuffleNet on the available
dataset. Shuffle SwishNet-181 layers are divided into different units; the last nine lay-
ers form the output unit, and the last layer of this unit passes the output features to the
classification layers. Moreover, ShuffleNet utilizes the ReLU activation function in all
of its layers. ReLU units can suffer from the "dying ReLU" problem where the units can
become inactive and stop responding to any input signal during training. This can lead
to reduced learning capacity and slower convergence rates, especially in deep networks.
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The Swish activation function is a recently proposed alternative to the ReLU function,
which has demonstrated improved performance in several deep learning models. Swish
is bounded, which can help prevent the numerical instability and diverging gradients
that can occur with ReLU. Therefore, instead of ReLU activation function that is used
in traditional ShuffleNet, Shuffle SwishNet-181 employs the swish activation function
which enhances the classifying capability of architecture.

Figure 2 shows the input and output units used in the creation of Shuffle Swish-
Net-181. Group2dconvolution is a conventional convolution that is separated into
groups with different depths. Group convolution enhances the efficiency of a model
because the number of parameters decreased as the number of filter groups increases.
Moreover, grouped convolution helps to develop a better model. Our proposed Shuffle
SwishNet-181 model consists of 181 layers of which the last three layers are involved
in the classification task. The input layer takes a 224 X224 X 3 sized image and passes it
to the convolution layer followed by batch Normalization, swish layer, and Maxpooling
layer. After the MaxPooling layer, a set of layers starts which contains the swish layer,
2d group convolution layer, batch Normalization, and swish layer followed by a shuffle
unit which shuffles the next four layers. The inputs from the swish and batch normaliza-
tion layers are combined using an additional layer. Following the last additional layer,
there are 9 layers in a repeated sequence of 2D Group convolution, batch normaliza-
tion, and swish. The last swish layer passes all the extracted deep features to the Global
average pooling layer and finally to the last three layers namely Fc, Softmax, and class
output layers for the classification.

Input Image 2Dconvolution

INPUT UNIT |

Group2Dconvolution

OUTPUT UNIT

Fig.2 Input and output units
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3.2.2 Additional layer units and depth concatenation unit

Shuffle SwishNet-181 uses group convolution in all units except the input unit. A draw-
back of group convolution is that it sometimes blocks feature communication among dif-
ferent groups. The shuffle channel solves this issue of group convolution among different
convolution units. Channel shuffle merges and reorganizes all information from different
convolution units to share the features with other filters as well. This allows the flow of
features among all filters and resists the blocking of information. Hence, allowing better
performance of the proposed model for the classification of ECG images. An additional
layer is then used to take input from different layers and add them element-wise. In-depth
concatenation unit, the average pooling layer is used to down-sample the feature map to
the average value of that patch. The depth concatenation unit takes input from the average
pooling layer and batch normalization layer and combines them in a third dimension which
is the dimension of the input channel. Figure 1 shows the layers involved in the Shuffle unit
and depth concatenation unit.

3.3 Swish activation

The activation function can influence the training of CNN models significantly. The basic
architecture of ShuffleNet uses the RELU activation function. RELU activation function
is commonly used in deep learning models but it has O derivative problems for half of its
input values which becomes a reason for 40% of dead neurons in the neural network. Swish
has outperformed RELU and improved training for various deep learning networks. It also
works better for complex and challenging image classification tasks. Swish activation func-
tion uses sigmoid function as shown in Egs. (1) and (2). In our proposed method, the swish
activation function is used instead of RELU, which assists to improve the classification of
ECG images.

Swish = x « sigmoid(x) @))]

where

sigmoid(x) = o )

4 Results and discussion
This section contains a discussion of the results of experiments conducted to investigate

the performance of our method. Details of the dataset on which we evaluated our method
are also discussed. Information on evaluation metrics is also provided in this section.

4.1 Dataset

We have used a publicly available ECG dataset [3] for the evaluation of our method.
According to our knowledge, this is the only publicly accessible ECG image dataset of
COVID-19 patients now. Haider et al. collected this data from various medical institutes
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in Pakistan using the ‘EDAN SERIES-3 device. The first version of this dataset consists
of 1937 images of 12-Lead ECG signals which are manually classified into 5 categories
by medical professionals. The first version contains 250 images of COVID-19, 77 images
of myocardial infarction (MI), 548 images of abnormal heartbeat, 859 normal images, and
203 images having a previous myocardial infarction (PMI). However, the second version
does not include the category of COVID-19 but the number of images is increased in other
categories. All of these images are in raw format and a 500 HZ sampling rate is used for
collecting this data. The COVID-19 category includes the data of those who tested posi-
tive and are in isolation. The myocardial infarction category includes the data of those who
have severe heart conditions and are in ICU. The abnormal heartbeat contains the data of
those who have recovered from COVID-19 or MI and have heartbeat abnormality issues.
Those who have any history of myocardial infarction or heart attack fall in the previous
myocardial infarction category while those who do not have any kind of ECG abnormality
fall in the Normal category [3]. We have used an equal number of images in order to deal
with the class imbalance problem. The dataset contains some images in which signals of
different leads were merged. Such images are not included during the experimentation to
ensure fair performance assessment. Table 2 shows the number of images per class during
the experimentation process.

4.2 Experimental setup

We have used 5 classes present in the dataset for training our Shuffle SwishNet-181 archi-
tecture. All experiments are performed on a core i-5 processor, 4 GB RAM, and a 64-bit
operating system. During experiments, MATLAB 2021 is used for the implementation of
the method. The ‘adam’ optimizer, with maximum Epochs of 40 and a minimum batch
size of 18 is used. The learning rate is set to 0.001 while no augmentation is applied dur-
ing experimentations. Moreover, 80% of the dataset is used for training purposes and the
rest 20% for testing. Preprocessing of the ECG data took around 0.2 s per ECG image. In
total, the proposed approach required approximately 0.5 s per image which included fea-
ture extraction, and model prediction. This time complexity can be significantly reduced in
GPU-supported machines.

4.2.1 Evaluation parameters

The accuracy, sensitivity, specificity, F1-score, and AUCROC are used for the evaluation
of the proposed model. Accuracy measures the number of correctly identified cases among

Table 2 Number of images per

Experiments Number of
class . .
images in each
class
5- class 196
COVID-19 vs. Normal 250
COVID-19 vs. MI 234
COVID-19 vs. HB 246
COVID-19 vs. PMI 196
COVID-19 positive vs. COVID-19 negative 250
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the total number of studied cases. Equation 3 is used to compute the accuracy of Shuffle
SwishNet-181. Sensitivity explains what proportion of all positive cases is correctly identi-
fied as positive cases. Similarly, specificity explains what proportion of all negative cases is
correctly identified as negative cases. F1-score is a harmonic mean of precision and recall,
sensitivity is also known as recall while precision measures the proportion of positive cases
that are positive. These measures are computed as follows:

TP+ TN
Accuracy = 3)
TP+ FP+FN+TN
. TP
tivity = ————
Sensitivity TP+ FN 4)
e TN
Specificty = T Fp ©)

Precision X Recall
F1-S8 =2X
core Precision + Recall ©)

4.3 Performance evaluation

This section comprises the details of different experiments carried out to assess the per-
formance of our method for reliable detection of COVID-19. Moreover, we have also pro-
vided a discussion on the results of these experiments.

4.3.1 Assessment of proposed method for binary classification

To assess the capability of our proposed model for effective binary classification, a multi-
stage experiment is designed to distinguish between COVID-19 patients and normal peo-
ple, as well as between COVID-19 and other cardiovascular patients. More precisely, this
experiment includes the classification between COVID-19 and Normal, COVID-19 and
MI, COVID-19 and HB, and COVID-19 and PMI. The biasing effect is removed by using
an equal number of images in each class. Details of the number of images used during
experimentation are discussed in Table 2. The proposed model achieves an accuracy of
99% in the case of COVID-19 vs. Normal, 99.4% in the case of COVID-19 vs. MI, 98.8%
in the case of COVID-19 vs. HB, and 98.7% in case of COVID-19 vs. PMI. The detailed
class-wise results in terms of accuracy, sensitivity, specificity, and F1-score are provided in
Table 3. These results illustrate the effectiveness of our model for reliable classification of

Table 3 Binary classification results

Experiment Accuracy Sensitivity Specificity F1-Score
COVID-19 vs Normal 99.0% 99.20% 98.88% 99.00%
COVID-19 vs MI 99.4% 98.72% 100% 99.35%
COVID-19 vs HB 98.8% 97.97% 99.59% 98.77%
COVID-19 vs PMI 98.7% 98.98% 98.47% 98.73%
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COVID-19 vs each other respective class of images. Accuracy of 99% between COVID-19
ECG and Normal person ECG explains that there is a significant difference between Nor-
mal person ECG and COVID-19 ECG because patients during COVID-19 develop ECG
abnormalities. The experiments performed between COVID-19 and other cardiovascular
patients show that the features developed by COVID-19 are also different from MI, HB,
and PMI patients. The accuracy between COVID-19 and HB is slightly lower because an
abnormal heartbeat is one of the symptoms of COVID-19. These experiments show that
COVID-19 patients develop ECG characteristics that are different from other classes. The
results proved that Shuffle SwishNet-181 accurately detects COVID-19 patients from Nor-
mal, MI HB, and PMI patients.

The confusion matrix analysis is designed for each stage of this experiment to depict the
misclassification rate (both false positives and false negatives) as shown in Fig. 3. Among
500 images, 5 images are incorrectly classified by the proposed model, which includes 3
images of COVID-19. In COVID-19 vs M1, all COVID-19 patients are correctly classified

248 3 231 0
Covid-19 e o0 Covid-19 404% o0%
@ 2
8 =
o o
8 Normal 2 247 1 M 3 234
i 0.4% 49.4% 2 06% 50.0%
3 3
99.0° 99.4%
1.0% 0.6%
& o\“@\ & ° b
& F (S
Target Class Target Class
(a) COVID-19 vs Normal (b) COVID-19 vs MI
y 241 1 194 3
Sovi40 49.0% 0.2% ‘ Conig19 49.5% 08%
- HB s 245 o 2 193
E 1.0% 49.8% ‘é pmi 0.5% 49.2%
3 3
98.8'
1.2% 98.7
1.3%
:® ®
& >
& A\s\q &

Target Class
Target Class

(c) COVID-19 vs HB (d) COVID-19 vs PMI

Fig.3 Confusion matrix for binary classification
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by the proposed model and only 3 MI images are identified as COVID-19 positive. In the
case of COVID-19 vs PMI, 387 images are correctly identified out of 392 images. These
results show that HB and COVID-19 ECG images have some similarities as 6 images are
incorrectly classified out of 494 images. These results conclude that our proposed model
has the capability to identify COVID-19 positive patients.

The AUC-ROC is also generated to portray the class-wise classification accuracy of our
model. The proposed model achieved the AUC-ROC of 99.95% for COVID-19 vs Normal,
99.49% for COVID-19 vs HB, 99.84% for COVID-19 vs MI, and 99.73% for COVID-19 vs
PMI. The AUC-ROC graphs are presented in Fig. 4, which shows the effectiveness of the
Shuffle SwishNet-181 model for reliable classification of the COVID-19-affected people
from the Normal, MI HB, and PMI patients.

4.3.2 Assessment of proposed method for multi-class classification

To assess the capability of our proposed model for effective multi-class classification, we
designed an experiment to distinguish between the five classes i.e., COVID-19, MI, PMI,
HB, and normal. For this experiment, all of the five classes present in the dataset are uti-
lized. The macro F1-score is computed using a non-weighted average of the F1-score of
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Fig.4 AUCROC curves for binary classification
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Table 4 Results of multiclass

- . Metric Value
classification
Accuracy 91.5%
Sensitivity 91.2%
Specificity 97.4%
Fl-score 91.4%
Fig.5 Confusion matrix for Confusion Matrix:shufflenet181
5-class classification
188 0 0 5 1 96.9
Covid19 | 49 29 0.0% 0.0% 0.5% 0.1% 31
HB 1 177 1 2 30 83.9
0.1% 18.1% 0.1% 0.2% 3.1% 16.1
@ i 2 3 186 3 4 93.9
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o Q N > N
& X N < &
3 <~

Target Class

each class. Table 4 presents the details of the results of the proposed model on multiclass
classification (Fig. 5).

AUC-ROC is calculated by comparing each class with other classes e.g., COVID-19
with Normal, COVID-19 with MI, COVID-19 with HB, and COVID-19 with PMI. After
computing the AUCROC of all combinations we calculated the mean of all AUC values.
Figure 6 shows that the proposed model covers 99.86% area under the curve for five class
classification. It is noticeable that Shuffle SwishNet-181 can differentiate among COVID-
19, Normal, MI, HB, and PMI patients effectively.

We also generated the Confusion matrix of multiclass classification. It is observa-
ble from Fig. 5 that the proposed model achieves 91.5% of accuracy. From Table 4, it is
observable that the model achieved an Fl-score of 91.4%, 97.4% specificity, and 91.2%
sensitivity which is slightly lower than specificity. In the presence of different cardiovas-
cular patients, 8.5% COVID-19 positive patients were incorrectly classified. Although,
COVID-19 patients have different features still there exist similarities in the features among
these classes. This similarity is the main reason for the drop in the sensitivity of Shuffle
SwishNet-181 when it classifies all five classes simultaneously. It is noticeable from Fig. 5
that precision drops while classifying COVID-19 with HB and COVID-19 with PMI. This
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Fig.6 AUCROC curve for 1=

5-class classification
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shows that features of COVID-19-affected ECGs have more resemblance with HB and PMI
classes. A specificity of 97.4% proves that Shuffle SwishNet-181 classifies non-COVID-19
patients effectively. The overall accuracy of 91.5% explains that Shuffle SwishNet-181 is
effective even in the presence of other cardiovascular patients.

4.4 Comparison with existing methods

The main objective of this experiment is to assess the effectiveness of the proposed method
over existing COVID-19 detection methods. For this purpose, the proposed model is com-
pared with Mehmet et al. [20] and Attallah [5] as the study also used the same dataset
for evaluation as adopted in the proposed work. Mehmet et al. focused mainly on binary
classification whereas the method is evaluated on both the binary and multiclass classifi-
cation. The author [20] extracted numerical features from ECG images and mapped the
extracted features using hexaxial mapping. This conversion process has a risk that an error
can be easily introduced in the classification data. An experiment is conducted in which
we classify negative class (combined Normal, MI, and HB images as a negative class) and
COVID-19. In COVID-19 and Normal classification, the hexaxial mapping model attained
an accuracy of 96% while in COVID-19 and Negative (which included Normal, MI, and
HB images) the model achieved 91% accuracy. Attallah focused on binary classification
which includes COVID-19 and Normal classification and three-class classification which
include COVID-19, cardiac disorders (which included HB, MI, and PMI), and Normal
class. Results of the proposed model are slightly increased in the case of COVID-19 vs
Normal class,however, in multiclass 3 separate classes for HB, MI, and PMI patients have
been used while authors of the ECG BIO-Net model used all these 3 classes in a single
class. Table 5 shows the comparison of our proposed model with Mehmet et al. and ECG
Bio-net. Instead of converting ECG images into a matrix like Mehmet et al., the segmen-
tation and opening process is used so that images remain the same during the whole pre-
processing phase. The preprocessing performed on input images enhanced the feature
extraction and inversing of limbs lead providing more angles to view heart electric activity.
Ahmed et al. utilized three different CNN models for the classification of COVID-19 and
Normal images. This study utilized imbalanced data for experiments. While the proposed
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Table 5 Comparison with existing methods

Experiment Metric ECG BIO-NET  Hexaxial map- [2] Proposed model
ping method

COVID-19 vs. Normal Accuracy 98.80% 96.20% 98.81%  99.00%
Specificity ~ 98.80% 94.00% 98.80%
F1-Score 98.80% 96.30% 98.81%  99.00%
AUC - 99.15% 99.90%

COVID-19 vs. Negative ~ Accuracy - 93.00% 98.40%
Specificity - 90.00% 99.60%
F1-Score - 93.20% 98.30%
AUC - 94.48% 99.40%

methodology also provides a comparison of COVID-19 patients with other cardiovascu-
lar diseases which shows that the model is not only effective against COVID-19 vs Nor-
mal classification but also effective in detecting COVID-19 against other heart-diseased
patients.

4.5 Interpretability analysis of proposed Shuffle SwishNet-181 model

The interpretation of deep learning models is required to better explain their black-box
nature. For this purpose, an experiment is designed to visualize the working of the pro-
posed model by showing the top priority features extracted by the Shuffle SwishNet-181
model. Class activation mapping, gradient-based class activation mapping, and score-based
class activation mapping are common when interpreting deep learning models in medi-
cal imaging-related tasks. Score-cam is based on class activation mapping but resolves
the issues of noise involvement that were present in CAM and provides more explanation.
Grad-Cam performs mapping based on a gradient which is considered unstable and pro-
duced noise in gradient-based maps. Score-cam does not depend on the gradient therefore
change in gradient does not affect the performance of the Score-cam. This method works
on the theme of perturbation-based training in which it creates a mask on various regions
of an input image and calculates the change in the target class. CAM, grad-Cam, and score-
Cam are used during trials and score-cam was found to provide the best visualization of the
proposed model. The resized input image is passed to the Shuffle SwishNet-181 method for
classification. The last convolution layer is mainly involved in extracting deep features and
passes these features to global average pooling. The feature map coming from the last con-
volutional layer is normalized using the activation function and converted the feature map
into a 3-channel map. In the last step, the dot product of the actual image and the feature
map is performed. During the feature extraction and classification phase, Score-map shows
the top priority feature coming from the last convolution layer of Shuffle SwishNet-181.
For feature extraction, the deep red color represents the highest priority region, and the
blue area represents the least priority region. It is noticeable in Fig. 7 where most of the
signals located areas are deep red in color which represents a top priority feature. The visu-
alization process revealed that the Shuffle SwishNet-181 effectively gives importance to
those parts of the image where signals are located. This process makes the results of the
proposed model more trustworthy and satisfactory.
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(a) (b) ()

(d)

Fig. 7 Visualization of top priority features: (a) COVID-19 Image, (b) Normal Image, (¢) MI, (d) HB, (e)
PMI

4.5.1 Statistical evaluation of shuffle swishNet-181

We designed an experiment to examine the statistical significance of the proposed
Shuffle SwishNet-181 model against customized versions of the base ShuffleNet
model. The main objective of this experiment was to analyze the impact of different
components of the deep learning model such as activation functions, layer architecture,
etc., on the outcome of COVID-19 classification. For this purpose, we compared the
performance of our Shuffle SwishNet-181 model against the base and customized ver-
sions of ShuffleNet. More precisely, the architecture of base ShuffleNet model contains
172 layers and employs ReLU activation function, whereas, the customized ShuffleNet
model used in this experiment includes 9 additional layers but keeps the same activa-
tion function (ReLU). On the other hand, our Shuffle SwishNet-181 model contains
181 layers and employs the Swish activation function to better address the issues of
dying ReLLU problem. The comparative results in terms of accuracy, Fl-score, preci-
sion, and recall are provided in Table 6, which indicates that the Shuffle SwishNet-181
model outperformed all versions of ShuffleNet.

Shuffle SwishNet-181 architecture uniquely divides layers into different units, with the last
nine layers forming the output unit. This allows for the output features to be passed to the clas-
sification layers, enhancing the model’s classification performance. The superiority of Shuffle
SwishNet-181 over basic ShuffleNet and customized ShuffleNet can be attributed to several
factors. The Swish activation function used in Shuffle SwishNet-181 outperforms the ReLU
activation function used in the basic ShuffleNet model. The swish function can help prevent
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Table 6 Comparative Evaluation Evaluation Metrics ShuffleNet Customized Shuffle

of Shuffle SwishNet—lSl with ShuffieNet Swish-
base and customized ShuffleNet
Net-181
models
Accuracy 98.60% 97.20% 99.00%
Fl-score 98.50% 97.71% 98.80%
Precision 99.00% 98.23% 99.00%
Recall 98.00% 95.00% 99.0%

numerical instability and diverging gradients that can occur with ReLLU, leading to better train-
ing convergence and enhanced learning capacity in deep networks. The results in Table 6 indi-
cate that the Shuffle SwishNet-181 model outperformed all other models in terms of accuracy,
Fl-score, precision, and recall, with statistically significant differences observed across all
performance metrics. These findings provide compelling evidence of the effectiveness of our
model and its ability to outperform the basic ShuffleNet and Customized ShuffleNet models
for COVID-19 classification.

5 Conclusion

This study has suggested an effective framework for reliable automated detection and diag-
nosis of COVID-19 patients through their ECG. Our proposed model can detect COVID-19
patients even in the presence of other cardiovascular patients. Results of the experiments
proved that our model noticeably distinguishes COVID-19 patients from normal and other
cardiovascular disease patients using ECG trace images. We also visualized the working of
our model using a score-cam method to show the top priority features selected by our Shuf-
fle SwishNet-181 for classification. We found that Shuffle SwishNet-181 precisely gives
priority to areas of the image where signals are located. Our experiments have proved that
ECG can be an effective source for the detection, diagnosis, and finding of the criticality of
COVID-19. We conclude that the proposed model will assist current techniques of testing
and improve the quality of testing and diagnosis. Research on COVID-19 and its relation to
cardiovascular disease still needs more attention. Therefore, we plan to extend this work to
find the correlation between COVID-19 and cardiovascular disease.
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