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Abstract — This research paper provides a clinical analysis of
heart patient data to predict the survival rate of patients suffering
from cardio-vascular diseases (CVD). The proposed solution will
facilitate medical specialists in terms of providing quality health
services to patients including the intensive treatments. Our model
determines the chances of survival of patients suffering from any
cardiovascular disease by analyzing the risks associated with them
and other factors of their life style, physical activity, smoking
habit, etc. The proposed survival rate prediction model is efficient
and economical solution to facilitate the medical specialists in
terms of following the most appropriate medical procedures for
given symptoms. This paper presents an improved Stochastic
Gradient Descent (iSGD) approach along with Hinge Loss
Function of Support Vector Machine (SVM). Experimental results
illustrate the effectiveness of the proposed prediction model in
terms of predicting the survival rate of CVD patients.

Index Terms- Artificial intelligence; cardio vascular disease;
knowledge representation; Machine Learning; Prediction
methods.

L. INTRODUCTION

Cardiovascular disease (CVD) is a class of diseases
identified with the heart or veins and is the main source of
mortalities around the globe. Numerous hazard factors are
observed to be related with the CVD i.e., family history, age,
physical activity, obesity, lifestyle, smoking, etc. [1]-[4]. In the
last few decades, we have witnessed an exponential growth in
CVDs in both developed and under-developing countries for
various reasons [5]-[6]. The statistics of heart diseases and
consequently heart failures are very alarming. According to the
heart association of America [7], an American citizen goes
through a heart attack after every 40 seconds. Around 720,000
heart attacks are recorded annually only in the US and
approximately 335,000 new heart attacks are registered [7].
The rate of heart diseases is continuously intensifying and
affecting people of all age groups. Rate of CVDs is high in
both developed and developing countries due to unhealthy diet
and life style habits. An average of 2% adults undergo heart
failure in developed states; furthermore, 6 to 10 % old age
citizens over 65 years suffer from heart failure [8].

After the detection of CVD/HF, the identification of
patients’ survivability/mortality rate is important. The
treatments are very expensive and require consultation of
various staff such as intensivists, cardiologists, radiologists,
pathologists, physiotherapists, anaesthetics, nursing staff,
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dieticians, pharmacists, therapists, etc. Manual treatments are
unable to achieve the required level of accuracy in terms of
survival rate prediction of CVDs. The prediction of heart
disease survivability is a challenging research problem and
demands a need to propose more effective solutions. The
application of sophisticated machine learning algorithms in
medicine have significantly increased the performance of the
treatment of various diseases. The incorporation of advanced
machine learning techniques in CVD treatment can also
improve the survival rate prediction of CVD patients. The
proposed prediction model ensures that the time, energy and
cost is focusing on the most deserving patient first, thus
increasing the mortality rate.

Existing literature have proposed various automated
approaches based on machine learning to predict cardio-
vascular diseases and survival rate of patients suffering from
these diseases. Kokol [9] proposed an intelligence-based
system that uses machine learning techniques to increase the
survival rate of patients. This method [9] empowers the doctors
to escalate the intensive care of patients. This research
formulates multimethod approach to extract useful information
from the data. Miao [10] employed an improved Random
Survival Forest (iIRSF) model to predict the chances of survival
of patients. Lakshmi [11] presented a comparative analysis of
different machine learning classifiers to predict the survival
rate of patients suffering from cardio-vascular disease.
Similarly, Tripoliti [15] provided a comprehensive comparison
of machine learning classifiers to predict the heart failures.
Ordonez et al. [12] proposed an automated technique based on
association rules to predict the frequency of heart diseases.
Priyanka [13] proposed a hybrid classification model based on
Naive Bayes and Decision Trees to predict the heart disease.
Similarly, Shahed [14] proposed a hybrid model based on
SVM, Decision Trees and Naive Bayes to predict the heart
diseases.

In [16], iRSF approach highlights the classification of
various risk factors and predicts the mortality of patients with
cardiovascular diseases. MAGGIC study [17] used a universal
database to generate an effective model for death rate
prediction of patients suffering from the cardiovascular
diseases. Vazquez et al. [18] used the multivariable cox model
to create predictive models for Cardiac Heart Failure (CHF)
patients. In [19], authors proposed a threat model based on
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SENIORS dataset comprising of older patients with ages of
>70 years. In Seattle Heart Failure Model [20], a multivariate
threat model using the multivariate cox model was proposed to
predict 1, 2, and 3 year endurance in cardiovascular breakdown
patients. In [21], random survival forests (RSF) was used to
predict important risk factors for survival in patients with
systolic heart failure.

In this paper, we proposed a novel prediction approach
using SGD with hinge loss function of SVM to improve the
accuracy of survival rate prediction of cardio-vascular patients.
The proposed model effectively separates the CVD patients
with high chances of survival with those of least chances. The
fact that existing prediction models are still unable to achieve
better accuracy, we aim to improve the accuracy, precision, and
recall of existing approaches. For this purpose, we propose a
novel model of improved stochastic gradient descent along
with SVM to predict the survival rate of CVD patients.
Additionally, our model provides the prediction using
minimum number of risk factors.

The rest of the paper is organized as follows. Section II
presents the proposed methodology. Section III provides the
discussion on the experimental results along-with comparative
analysis with existing methods. Finally, Section IV concludes
the proposed work.

I PROPOSED METHODOLOGY
This section provides the methodology of the proposed
prediction model. We propose an improved stochastic gradient
descent algorithm with the Hinge Loss function in order to
identify the survival cases of CVD patients. Shown in Fig. 1 is
the modelling architecture of the proposed iSGD based
method.

A. Dataset Acquisition

We used Cleveland data of UCI Repository [21] which
contains a total of 4000 CVD patients’ records. Among the
data of 4000 patients, 3599 cases include the data of those
patients that survived from the heart problems, whereas,
remaining 401 cases are of deceased ones. A patient whose
survival is not confirmed is considered as deceased for not
showing up for follow-up from the last five years.

B. Dataset Processing

1) Replace Missing Values Filter: Missing values is a common
problem in large-scale real-world datasets. The Cleveland
dataset [21] also contains some records where values of certain
attributes are missing. The missing values must be handled in
the pre-processing step to prepare the data; failing to properly
address the missing values problem degrades the classification
performance and results in lower accuracy. Therefore, to
address the issue of missing values, we employed the mean
substitution-based imputation technique to replace the missing
values with statistical estimates of the neighbouring values.
Mean substitution-based imputation technique computes the
mean value of the attributes and use this mean value to fill the
missing values.

.
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b Training Results J
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Final Optimized
Results

Fig. 1. MODELLING ARCHITECTURE OF ISGD.

SGD Based
Propagation

2) Attribute Selection: Selection of relevant attributes is an
indispensable requirement for effective classification. To select
the most relevant attributes, we employed the correlation-based
feature selection (CFS) attribute evaluator method in
combination of Best First search method for calculating
correlations among the best data attributes. Using this method,
we attained the Trestbps, Restecg and Fambhist attributes.

3) Dimensionality Reduction by Principal Components
Analysis: In the next step, we applied the principle component
analysis (PCA) to perform the dimensionality reduction on the
selected twenty two attributes to remove the redundant
attributes. PCA divided the dataset into eigenvectors that
explains the variance in data in the best possible way. We
selected the Eigen vectors on the basis of more positive values
that are contributing positively in the final outcome. The
resulting eigenvectors obtained after applying the PCA are
mentioned in Table 1.

TABLE I. EIGEN VECTORS

V1 V2 V3 V4 Description

0.0359 -0.0087 -0.7062 0.7071 Trestbps

0.0624 -0.8144 0.0187 0.0055 Restecg=0: normal

-0.7354 0.3517 -0.0422 -0.0005 Restecg=1: ST-T
wave abnormality

0.673 0.4612 0.0235 -0.005 Restecg=2: left
ventricular
hypertrophy

-0.0321 0.0185 0.7061 0.7071 Famhist=yes
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4) Ten-Fold Cross Validation Resampling: Along with the
methods applied for dataset processing and classifiers, 10-fold
cross validation resampling of dataset is used in conjunction.
Ten-fold technique is used to split the input dataset into
training and test data. Training data is used to train the dataset
while test data is used to evaluate the trained model. In ten-fold
cross validation, the input sample dataset is divided arbitrarily
into 10 equivalent samples. More generically in any k-fold
cross validation one sample is used as validation data/testing
data while the remaining k-1 samples of data are used as
training data. The whole process of cross validation is iterated
10-times and the average of all the results is used. The
sampling technique is mathematically expressed as in (1).

1% 1%
Q00 am BT = 1) 0= a = i = By )’ &)

Where yi..pn are the response values and n represents
the p-dimensional vector covariates xi... Xn.

C. Classification

1) Stochastic Gradient Descent (SGD): We applied the
stochastic gradient descent (SGD) algorithm on the dataset.
Since our outcome i.e. the survivability is a binary value i.e.
either 1 (true/ survived) or 0 (false/ not survived), so SGD is
best suitable approach for optimizing the binary problems. In
stochastic gradient descent, a number of iterations selects the
data randomly known as a “batch’. The method then calculates
the gradient for each iteration and finally combines the results
to provide the optimized output. SGD act as more rapid and
efficient on large datasets. SGD is applied on a small subset of
entire dataset at a time followed by dataset shuffling to perform
the next iteration. SGD approach is cost effective as compared
to other optimization methods such as Batch Gradient Descent
and Mini-Batch Gradient Descent. SGD algorithm can be
expressed as as in (2).

91=9j_a()7i_yi)xf @)

Where (9! —y') represents the gradient of slope and x|
represents the cost function at each iteration, 6; represents the
initial point to start the iteration.

2) Support Vector Machine (SVM) Hinge Loss Function: In
this work, SGD is combined with famous hinge loss function
of linear SVM for better optimization and training. Linear
SVM is also known as kernel less SVM. Both of them works
best for classifying a binary classification problem. SGD in
combination with Hinge loss function (SVM) works by
globally replacing all the missing values and perform
normalization after converting the nominal values into numeric
values. The final output is based on these normalized values.
A result of normalized values is shown in Table II.

II. PERFORMANCE EVALUATION
Performance of the proposed method is evaluated on
Cleveland dataset [21] for survival rate prediction of cardio-
vascular disease. This section provides the quantitative analysis
of the proposed method. We also provided the performance
comparison with existing state-of-the-arts. The proposed
framework is implemented and evaluated in Weka 3.8.2.

TABLE II. NORMALIZED DATASET

S.N | Value Variables

1 0.0372 (normalized) Age

2 0.12 (normalized) Sex=Female

3 -1.7492 (normalized) Cp=1: typical angina

4 -1.4293 (normalized) Cp=2: atypical angina

5 -1.4993 (normalized) Cp=3: non-anginal

6 -1.2994 (normalized) Cp=4: asymptomatic

7 10.7138 (normalized) Trestbps

8 0.1441 (normalized) Chol

9 -0.03 (normalized) Fbs=no

10 -4.248 (normalized) Restecg=0: normal

11 -3.9781 (normalized) Restecg=1: ST-T wave abnormality

12 2.249 (normalized) Restecg=2: left ventricular
hypertrophy

13 0.1911 (normalized) Thalach

14 0.04 (normalized) Exang=no

15 0.0298 (normalized) Oldpeak

16 -0.09 (normalized) Smoke=yes

17 -0.07 (normalized) Cigs

18 0.1078 (normalized) Years

19 -0.1 (normalized) Famhist=yes

20 -0.9096 (normalized) Activity=Seldom

21 -0.6997 (normalized) Activity=Daily

22 -0.6297 (normalized) Activity=Yearly

23 -0.6396 (normalized) Activity=Once

24 -0.6797 (normalized) Activity=Monthly

25 -0.8696 (normalized) Activity=Often

26 -0.8296 (normalized) Activity=Weekly

27 -0.7197 (normalized) Activity=Never

In the first experiment, we used the objective evaluation
metrics i.e. precision, recall, accuracy, mean absolute error
(MAE), root-mean squared error (RMSE), and relative absolute
error (RAE) for performance evaluation. The proposed method
achieves the precision of 0.841, recall of 0.914, MAE of 0.158,
RMSE of 0.398, and RAE of 59%. The results are presented in
Table III. As it can be observed from Table III that the
proposed method achieves more recall over precision as our
method achieves high true positive rate.

TABLE III. PERFORMANCE EVALUATION OF THE PROPOSED

METHOD
Overall Evaluation Summary
Precision 0.841
Recall 0.914
Mean absolute error 0.1588
Root mean squared error 0.3984
Relative absolute error 59.4065 %

In the second experiment, we performed the confusion
matrix analysis to present the classification accuracy of the
proposed method as shown in Table IV. From the results, we
can observe that the proposed method achieves remarkable true
positives in comparison of false negatives. However, the
proposed method achieves more false positives as compared to
true negatives resulting in less precision as compared to recall.
This is due to the fact that the dataset contains more true values
as compares to false entries.

TABLE IV. CONFUSION MATRIX

Survive Not Survive
Survive 3065 101
Not Survive 534 300
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In our third experiment, we provided a comparative
analysis of the proposed and existing state-of-the-arts methods
in terms of precision. The detailed comparison is presented in
Table V. From the results, we can clearly observe that the
proposed method outperforms all existing state-of-the-arts in

terms of accurate survival rate prediction of cardio-vascular
disease. The second-best method [16] achieves the precision of
0.82 and [20] is the worst that obtained the lowest precision of
0.70.

TABLE V. PERFORMANCE COMPARISON WITH EXISTING STATE-OF-THE-ART METHODS

Model Statistical Method Performance evaluation Method Precision
iRSF [16] iRSF OOB C-Statistics 0.821
MUSIC risk Score [17] Multivariable Cox Model OOB C-Index 0.76
SENIORS study [18] Multivariable Cox Model C-Statistics 0.72
Seattle Heart Failure Model [19] Multivariable Cox Model AUC 0.729
RSF based Heart Failure Model RSF OOB C-Statistics 0.705
[20]
Proposed Model iSGD with SVM (Hinge Loss) Goodness-of-fit 0.84125

Iv. CONCLUSION

The proposed classification model successfully learned
the trends and risk factors in the clinical record of heart
patients and accurately predicts the survival rate. The
proposed iSGD predict the survival rate with an enhanced
precision of 0.84 and recall of 0.91. Performance
comparison of the proposed model against the existing state-
of-the-arts illustrate the significance of the proposed method
in terms of accurate survival rate prediction of patients
suffering from the CVD. The proposed model will assist the
medical specialists in the field of medicine on many
grounds. The proposed framework can be further enhanced
to predict the exact medication and treatment that must be
given to the CVD patients by encompassing all the historical
context of treatment of each patient. This work can be
further used for the implication of finding the exact root
causes of CVD diseases.
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