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Abstract
The enormous increase in digital image collections motivates the research community to
propose powerful Content Based Image Retrieval (CBIR) algorithms to employ in critical
scientific domains. In this paper, we have proposed Tetragonal Local Octa-Patterns for CBIR
that are based on the direction of center pixel and generate an 8-bit octa-pattern. Neighbors at
three diagonal locations are then used to generate Tetragonal Octa-Patterns. In order to enhance
the precision, Genetic algorithm has been applied on obtained features to resolve the class
imbalance problem for better classification through SVM. Experimental results prove the
reliability of method by comparing against state-of-the-art methods in terms of precision and
recall.
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1 Introduction

Due to the extensive usage of digital cameras and availability of large image repositories, the
association of textual annotation with images is a very difficult task. Hence, the retrieval of
relevant information in such unorganized collections becomes almost impossible. Therefore,
there is an extreme need of the image retrieval methods that can retrieve relevant images
without relying on the text-based labeling pre-associated with the images. To address this
issue, one such potential area of research is content-based image retrieval (CBIR) [36].

In CBIR, image retrieval occurs by exploring the visual information available in the images
i.e. colors [6, 32, 34], shapes [13, 19, 30], texture [9, 25, 26] or the spatial layout [2, 24]. The
main working theme of CBIR systems involves the representation of images in the form of
feature vectors through available visual clues. These feature vectors are then searched against
feature vector of query image either by computing the distance based similarity or training a
semantic classifier. Although CBIR has found many applications in fields like surveillance,
medicine, internet image and video search; but still the research is competing for more
powerful solutions of CBIR.

The foremost reason behind the challenging nature of CBIR is that the semantics behind the
query image are relative and vary with respect to users. As described in Fig. 1, both the output
images against query image (Fig. 1a) are relevant depending on what user wants to search.
Apart from this, even the various forms of relevant outputs are still unachievable if the image
representation occurs poorly. Hence, to address these issues several research contributions
have been presented specifically for image representation generation to ensure meaningful
image retrieval.

In [18], texture analysis of images was performed through wavelet packets tree, and Eigen
values obtained through the Gabor filter. The feature representation scheme didn’t introduce
the feature normalization to resolve large negative and positive values, which limits the image
retrieval performance. In [17], the same feature representation scheme was enhanced by further
analyzing the texture through Curvelet transform. However, the feature representation still
suffers from the same limitations as that of the parent scheme. In [39], local derivate patterns
(LDPs) were proposed by extending the LBP [29] representations for face recognition. LDPs
compute the nth-order local derivative patterns and generate the feature representations;
however, LDPs were unable to adequately deal with the range of appearance variations
attributed to the unconstrained natural images. To overcome this problem, local ternary
patterns (LTPs) were proposed in [35] for face recognition under different lighting conditions.

Fig. 1 Query image and retrieval results
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However, the LTPs also encode the information only in horizontal and vertical directions for
edge representation as previously done in LBPs and LDPs. In [28], local tetra patterns (LTrPs)
extended the LTP idea by computing the relationships between referenced pixel and the
neighborhood pixels based on the four edge directions. The LTrP image retrieval performance
is better as compared to that of the existing methods.

The LBP, LDP, LTP, and LTrP encode the information in the form of features that are based
on the distribution of edges. Exploring the images by differentiating edges in more directions is
evidence for the improvement in the form of image retrieval [28]. Therefore, the emphasis of
the paper is on the presentation of a feature representation scheme that is more elaborative and
descriptive as compared to the existing methods and ensures the precise image retrieval output.

The elaborative image representation scheme we introduced in the form of Tetragonal Local
Octa Patterns (T-LOP) differentiates the images in eight directions and contains the uniform
patterns of various diagonals. Uniform patterns allow us to generate image representations that
are rotation invariant. Whereas, the diagonals of various sizes make the representation scale
invariant. The feature representation scheme thus has the attributes like rotation and scale
invariance and provides a global representation of the Local Texture Patterns that make them
more descriptive.

To further improve the image retrieval performance, the semantic class imbalance problem
[10] has also been resolved in this paper through genetic algorithms (GA).

As described in [10], datasets with skewed class distribution usually tend to suffer from
class overlapping that makes the classifier learning difficult. Furthermore, the evaluation
criterion (which also guides the learning procedure) leads to ignore minority class examples,
and thus, classification ability of induced classifier is lost. As an example, let us assume a bi-
class dataset which has imbalance ratio 1:100; if a classifier tries to maximize the precision of
classification rule, may attain precision of 90% by discounting only positive examples. If there
are large number of highly correlated semantic classes as in CBIR, the severity of the problem
increases greatly. If a semantic class has insufficient number of samples, the chances of
incorrect association for query images increase as well. Thus, in this paper, we argue that
the precise image retrieval cannot occur until the overlapping semantic class imbalance
problem remains unresolved.

The rest of the paper is organized as follows: Section 2 briefly describes the comparative
techniques used in this work. Section 3 deals with Local Patterns that provide the basis of this
work. Section 4 provides the details of the proposed algorithm. In Section 5, experimental
results are provided. Finally the paper is concluded in Section 6.

2 Related work

Feature extraction is first step of any CBIR algorithm. These features are extracted using the
visual contents of image e.g. texture, color, shape etc. Many researchers are working to
develop a precise CBIR algorithm. In this regard, in [12] a Halftoning-Based Block Truncation
Coding based algorithm for feature extraction was presented. While encoding, image is
compressed into corresponding quantizers and bitmap image that are then used to derive
image features. In [8], a new matching strategy was proposed for image retrieval. The strategy
was based upon the minimum area between two vectors, which was then used to compute
similarity value between query and test images of a class. In [17], hybrid texture features were
proposed using Wavelet packets, Curvelet transform and Gabor filters. These features were
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then combined to make hybrid feature vectors. A similar type of hybrid technique was used in
[38] where Curvelet transform was integrated with region based vector codebook sub-band
clustering for color extraction and texture analysis.

In [7], a feature selection technique that extracts the most relevant features was proposed
that simplifies the computation and increases the retrieval rate. Authors in [23] again used
hybrid technique for feature extraction. Color co-occurrence matrix and color histogram for k-
mean were used; and a texture based technique that computes the difference between pixels of
scan pattern was then combined for feature extraction. In [20], Motif Co-occurrence Matrix
(MCM) was used for feature extraction. Although the technique is similar to Color Co-
occurrence Matrix but as MCM captures third order image statistics in local neighborhood,
therefore, authors believe that the technique improves the retrieval rate. In [16] composite sub-
band gradient vector and energy distribution pattern string were used as feature vectors. A
fuzzy matching approach was then used to remove undesired images against the query image.
In [5], authors improved the work in Kolmogorov complexity-based similarity measures for
texture matching problems. Campana-Keogh (CK) video compression based method was then
proposed to measure the texture. Through these video compressors, Kolmogorov complexity
was approximated and a new texture similarity measure, CK-1 was introduced. In [11], an
image compression approach based on sparse representation was proposed to encode infor-
mation in an image. The degree of compression was measured using the sparsity of represen-
tation that signifies the similarity between images. In [33], SIFT and Invariant Feature From
Segmentation (IFFS) were used as image features and then structural representation in image
retrieval was computed. In [37], authors proposed an image retrieval system through Adaptive
Region Matching (ARM) that outperforms many state of the art methods.

3 Local patterns

3.1 Local binary pattern (LBP)

LBP operator [29] is extensively utilized in micro-patterns for modeling the texture structure of
images. The LBP extracts the discriminative features by encoding the binomial concatenation
of the relationship between the intensities of a referenced pixel gc and its surrounding
neighborhood gp with P neighbors (Fig. 2) as described in Eq. 1.

LBP ¼ ∑
P

p¼1
2 p−1ð Þ* f 1 gp−gc

� �
ð1Þ

Where f1(x) can be computed as follows:

f 1 xð Þ ¼ 1; x≥0
0; else

� �
ð2Þ

In circular LBP, neighbors at different radius locations are considered for pattern calcula-
tion. The idea has been illustrated in Fig. 3.

In Fig. 3a, eight neighbors at radius = 1 while in Fig. 3b and c, 16 and eight neighbors at
radius = 2 respectively have been considered for pattern calculation.

23620 Multimedia Tools and Applications (2019) 78:23617–23638



3.2 Local ternary pattern (LTP)

Local Ternary Patterns [35] (three value coding patterns) are further extension of LBP. In
LTPs, gray values of pixels in a fixed zone ±t around center pixel are quantized to zero. Pixels
above the zone are quantized to +1 while below the zone are quantized to −1. So the function
f1(x) in LBP now takes the form:

f 2 x; gc; tð Þ ¼
þ1; x≥gc þ t
0; jx−gcj < t
−1; x≤gc−t

8<
:

9=
; ð3Þ

Where x represents gp, pattern thus achieved is divided into upper and lower ternary patterns.
More detailed description can be found in [35].

3.3 Local derivative pattern (LDP)

The LDP [39] considers the LBP as a non-directional first order derivative pattern and
performs its directional expansion through higher order derivatives to obtain more
discriminative features. In order to obtain the nth order LDP, the (n-1)th order derivatives
(denoted as: In−1θ gcð Þ) referring Fig. 4 are computed along 0o, 45o, 90o and 135o

directions (θ) based on:

Fig. 2 Local binary pattern calculation

Fig. 3 Circular LBPs
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In−100 gcð Þ ¼ In−200 g1ð Þ−In−200 gcð Þ
In−1450 gcð Þ ¼ In−2450 g2ð Þ−In−2450 gcð Þ
In−1900 gcð Þ ¼ In−2900 g3ð Þ−In−2900 gcð Þ
In−11350 gcð Þ ¼ In−21350 g4ð Þ−In−21350 gcð Þ

ð4Þ

The nth order LDP in θ derivative direction for gc is defined as:

LDPn
P;θ gcð Þ ¼ f 3

�
In−1θ gp

� �
; In−1θ gcð Þ

� �
jp ¼ 1; 2; :::;P ð5Þ

where

f 3
�

In−1θ gcð Þ; In−1θ gcð Þ� � ¼ 0; if In−1θ gp
� �

; In−1θ gcð Þ > 0

1; if In−1θ gp
� �

; In−1θ gcð Þ≤0

8<
:

9=
; ð6Þ

The output of the function f3(., .) represents the turning points labeled as 1 and monotonically
increasing or decreasing values labeled as 0. Finally the nth order LDP can be computed by the
concatenation of all four 8 bit directional LDPs e.g. 2nd order LDP can be computed using Eq.
given below.

LDP2 gcð Þ ¼ LDP2
θ gcð Þ; θ ¼ 00; 450; 900; 1350

� 	 ð7Þ

3.4 Local tetra pattern (LTrP)

LDP represents the 1D spatial relationship in the intensity window with single high-order
derivate direction. Whereas, the main idea behind the LTrP [28] is that: more discriminative
features can be extracted by extending the LDP in vertical and horizontal higher order derivate
directions. After considering these observations we can infer that to extract more detailed
information than that in LDP, one higher order derivative direction may be expanded to four
distinct values. The nth order LTrP pre-computes the (n− 1)th order derivatives along 0° and
90° using Eqs. (8) and (9) to represent four distinct values at gc i.e.:

4g 3g 2g

5g cg 1g

6g 7g 8g

Fig. 4 Center pixel and its
neighbors in image block
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In−100 gcð Þ ¼ In−200 g1ð Þ−In−200 gcð Þ ð8Þ

In−1900 gcð Þ ¼ In−2900 g3ð Þ−In−2900 gcð Þ ð9Þ

In−1D gcð Þ ¼
1; In−10° gcð Þ≥0∧In−190° gcð Þ≥0
2; In−10° gcð Þ < 0∧In−190° gcð Þ≥0
3; In−10° gcð Þ < 0∧In−190° gcð Þ < 0
4; In−10° gcð Þ≥0∧In−190° gcð Þ < 0

8>><
>>: ð10Þ

Once the direction of the referenced pixel is computed, the nth order LTrP can be defined as:

LTrPn
P gcð Þ ¼ f 4 In−1D gPð Þ; In−1D gcð Þ� �� 	 jp ¼ 1; 2; :::;P ð11Þ

Where

f 4
�
In−1D gp

� �
; In−1D gcð Þ ¼

0; if In−1D gp
� �

¼ In−1D gcð Þ
In−1D gp

� �
; else

8<
: ð12Þ

Once the direction of a pixel is computed, the LTrP can further be segregated to 3 binary
patterns. Let the direction of center pixel is 1 then LTrP can further be extended as follows:

LTrPn
P gcð Þdirection¼Δ ¼ ∑

N

n¼1
2 n−1ð Þ* f 5 LTrPn

P gcð Þ� �
direction¼Δ ð13Þ

Where in this particular case Δ = {2, 3, 4} and,

f 5 LTrPn
P gcð Þ� �

direction¼Δ ¼ 1; if LTrPn
P gcð Þ ¼ Δ

0; otherwise

� �
ð14Þ

For each direction Δ, an eight bit pattern is achieved. Hence, total of 3 eight bit patterns are
achieved. Similarly, patterns can be achieved for other center pixel directions. A fourth binary
pattern is calculated using the magnitude of horizontal and vertical derivatives of 8 neighbor-
ing pixels, known as magnitude pattern (MP), and is expressed as follows:

MP ¼ ∑
P

p¼1
2p−1* f 6 MI gpð Þ−MI gcð Þ

� �





P¼8

ð15Þ

Where

MI gpð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
In−1
00

gp
� �� �2 þ In−1

900
gp

� �� �2
r

ð16Þ

f 6 xð Þ ¼ 1; x≥0
0; else

� �
ð17Þ

These four binary patterns are used to describe the texture of image. More details about LTrPs
feature representation can be found in [28].
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4 Proposed approach

In our proposed algorithm, the texture representation capabilities of LTrPs are further extended
by introducing the diagonal derivatives in the texture representation step, thus forming the
Local Octa Patterns (LOcPs). Moreover, neighbors around center pixel are considered at
different diagonal locations for feature extraction (i.e. neighbors at diagonal: 3, 5 and 7), thus
forming Tetragonal Octa Patterns.

Apart from the powerful image representation, which is a key requirement for
semantically correct image retrieval output, the image retrieval performance of CBIR
systems still degrades. The ultimate reason for the performance deficit is the avail-
ability of large number of semantic concepts and fewer training samples in the class
of interest. Therefore, before training the semantic classifier (SVM) we have resolved
this issue by applying the genetic algorithm (GA) on extracted features to reduce the
semantic class imbalance problem. Thus, overall image retrieval framework as de-
scribed in Fig. 5 ensures the improved image retrieval output against the query
images.

Fig. 5 Block diagram of proposed approach

23624 Multimedia Tools and Applications (2019) 78:23617–23638



4.1 Tetragonal Local Octa Pattern (T-LOP)

T-LOP descriptor considers the horizontal, vertical, and diagonal derivative directions
and contains the uniform patterns of various diagonals to represent a region. Uniform
patterns at one end reduce the feature vector length and also allow us to generate
image representations that are rotation invariant. Whereas, the diagonals of various
sizes make the representation scale invariant. The main motivation behind the utili-
zation of the diagonal derivative direction along with LTrPs is to explore more details
in images e.g. as LTrPs take into account only horizontal and vertical directions,
therefore, when applied over the fundus images, depicted insensitivity against diago-
nally shaped blood vessels; hence did not encode them effectively. Therefore, to
overcome this shortcoming we have extended the LTrPs by computing the four
derivative directions instead of two directions.

The nth order T-LOP descriptor pre-computes the (n− 1)th order derivatives along 0°, 45°,
90°, and 135° using Eq. (4) to represent eight distinct values at gc as:

I
0n−1
D gcð Þ ¼

1; In−10o gcð Þ≥0∧In−190o gcð Þ≥0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
≥0

2; In−10o gcð Þ < 0∧In−190o gcð Þ≥0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
≥0

3; In−10o gcð Þ < 0∧In−190o gcð Þ < 0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
≥0

4; In−10o gcð Þ≥0∧In−190o gcð Þ < 0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
≥0

5; In−10o gcð Þ≥0∧In−190o gcð Þ≥0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
< 0

6; In−10o gcð Þ < 0∧In−190o gcð Þ≥0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
< 0

7; In−10o gcð Þ < 0∧In−190o gcð Þ < 0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
< 0

8; In−10o gcð Þ≥0∧In−190o gcð Þ < 0∧ In−145o gcð Þ∨In−1135o gcð Þ� �
< 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

ð18Þ

Once the direction of the referenced pixel is computed, the nth order T-LOPs can be defined as:

TLOPn
P gcð Þ ¼ f 7 I

0n−1
D gPð Þ; I 0n−1D gcð Þ

� �n o
jp ¼ 1; 2; :::;P ð19Þ

Where

f 7 I
0n−1
D gp

� �
; I

0n−1
D gcð Þ

� �
¼ I

0 n−1
D gp

� �
; if I

0n−1
D gp

� �
≠I

0n−1
Dir: gcð Þ

0; else

(
ð20Þ

From Eq. (19), we get T-LOP code that is further divided into 7 binary patterns based on the
direction of center pixel.

TLOPn
P




D j∀D;∃:I 0 n−1D: gcð Þ

n o ¼

f 8 TLOPn
P gcð Þ� �



D j∀D;∃:I 0n−1D gcð Þ
n o ð21Þ

f 8 TLOPn
P gcð Þ� �



D
!

∈D
¼ 1; if TLOPn

P gcð Þ ¼ D
!

0; else

(
ð22Þ
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Where D is the set of all quadrants except the quadrant of the referenced pixel and D
!

is one of
the quadrant of D. Afterwards, the T-LOP code can be generated as:

TLOPn
P




D j∀D;∃:In−1D: gcð Þ

n o ¼

∑
P

p¼1
2 p−1ð Þ* f 8 TLOPn

P gcð Þ� �





D j∀D;∃:In−1D gcð Þ

n o ð23Þ

For each of remaining 7 directions, an 8-bit pattern is achieved, that is merged with magnitude
pattern. Magnitude pattern is calculated as:

MP ¼ ∑
P

p¼1
2n−1* f 9 MI gpð Þ−MI gcð Þ

� �
ð24Þ

where

MI gpð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑

I
0 n−1
00 gp

� �� �2
þ I

0 n−1
450 gp

� �� �2
þ

I
0 n−1
900 gp

� �� �2
þ I

0 n−1
1350 gp

� �� �2

0
B@

1
CA

vuuuut ð25Þ

f 9 xð Þ ¼ 1; x≥0
0; else

� �
ð26Þ

Figure 6 illustrates the possible Local Octa Patterns for a center pixel (shown in red
color) in a particular segment of an image with neighbors (shown in green color).
D(c), D(1), D(2) are the directions of center, first neighbor, and second neighbor
pixels; Whereas, M(c), M(1), M(2) are magnitudes of center, first neighbor, and
second neighbor pixels and so on. If direction of neighbor pixel is that of center
pixel then T-LOP bit is taken as 0 otherwise it is same as the direction of neighbor
pixel. So the T-LOP pattern comes out to be 41,383,183. This pattern is then
subdivided into seven binary patterns; first pattern is achieved by replacing 2 with
1 and all other values with 0 in T-LOP, second pattern is achieved by replacing 3
with 1 and other values with 0 and so on. Magnitude pattern is achieved by
comparing magnitude values of neighbor pixels with center pixel and pattern achieved
in this case is 11,100,001. These eight patterns are used to describe the texture of an
image.

Higher order TLOP can also be used to describe texture, which extracts more
information but it has been found in simulations that second order patterns give best
results. Moreover, in the pictorial explanation, nearest neighbors are considered for
pattern calculation. Neighbors at the diagonal 5 and 7 from the center pixel can also
be considered for pattern calculation thus giving name Tetragonal Octa Patterns.
Figure 7 shows neighbors at different diagonal locations; Red represents center pixel;
yellow pixels are nearest neighbors at diagonal 3; green pixels are neighbor pixels at
diagonal 5; blue pixels are neighbors at diagonal 7; whereas pink pixels represent
horizontal, vertical and diagonal pixels of the blue cornered pixel.
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Concatenating histograms of each pattern makes feature vector. In order to reduce the
dimensions of feature vector for our experiments, reduced histogram of each pattern has been
used. Where each pattern histogram is of 20 bins making the feature vector of length 160.

Fig. 6 Local Octa Pattern calculation

Fig. 7 Neighbors at different
diagonal locations

Multimedia Tools and Applications (2019) 78:23617–23638 23627



4.2 Class misbalancing issue in image classification and its rectification

In classification, a class is said to be misbalanced if number of samples in that class are less
than samples in other classes. In image classification where image classes are so closely related
with each other, this misbalancing problem is highly observed. After classification, images of
one class associate with other class images thus raising this misbalancing issue and affecting
the retrieval precision. In the proposed Local Octa Pattern algorithm, the target was to achieve
more elaborated feature vectors of images. The idea of reducing misbalancing problem has
been materialized by increasing the positive samples of a class. If we are able to increase
positive samples in a particular class, we can train our classifier on these enhanced samples
which will result in enhanced precision and reduced misbalancing issue, which is the main
focus and optimization problem of this work.

If there are ∣D∣ images in an image database which correspond to n different
classes then the whole image database can be divided into S = {s1, s2, ...., sn} subsets.
Each subset will be having ∣D ∣ S= ∣D ∣ /S × 0.3 images from each category, where
0.3 corresponds to 30%. Actually 30% images of each category have been used as
training images.

For every subset there are two further sub-categories; positive |d|+ and negative |d|− samples;
written as in [17]:

dj jþ ¼ j ¼ 1; 2;…; jDs j‖I j∈jDs j j
n o

ð27Þ

dj j− ¼ j ¼ 1; 2;…; jDS−s j‖I j∈jDS−s j j
n o

ð28Þ

These are the sets which are used for classifier training but unfortunately classifier can be
easily misled due to misbalancing. Therefore a precise algorithm is needed which can deal
with this issue; Genetic Algorithm resolves the purpose and is explained below:

Genetic Algorithm (GA) is based on principles of natural genetics. In GA, candidate
solutions or decision variables to a search problem are known as chromosomes, chromo-
somes are made up of genes, and value of genes is known as alleles. A certain parent
population, known as elite parents, undergoes an evaluation process; offspring formed in
this process, which clear an evaluation test, also become the part of elite population set.
GA generates multiple populations in this process and returns a population which is best
suited or has the highest fitness when tested against a fitness function. Algorithm has been
further explained below.

4.2.1 Structure of chromosomes and population generation

Chromosome can be defined as:

Θ ¼ θc;1; θc;2; :::::::θc;G
� 


; c ¼ 1; 2; :::::::;Pf g ð29Þ
where G is the number of genes in a chromosome and P represents population size. The task is
to generate population of offspring. For this we have to select initial elite parent population.
Initial population is the original images’ feature vectors. So, in our case, feature vectors
obtained after applying LOcP on original images, serve as parent population. Different genetic
operators may be applied on these chromosomes in order to generate offspring population.
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These genetic operators include mutation [1] and crossover [15]. Crossover may be further
divided into mid-point crossover or 2-point crossover. In our approach, we have used 2-point
crossover for offspring population generation. The procedure is explained below.

In this method, 2 random parents and cut-points are selected. Then the segments of the
parents are exchanged to generate two new offspring. If Θ1 and Θ2 are the chromosomes of
parents,Θ1, off and Θ2, off are the chromosomes of newly generated offspring and p1 = {p1, 1, p1,

2, ....., p1, G}, p2 = {p2, 1, p2, 2, ....., p2, G} represent the two parents respectively, then new
offspring can be formed using:

parents pð Þ 1; 2½ � ¼ rand 2ð Þ ð30Þ

crossover Cð Þ 1; 2½ � ¼ rand 2ð Þ ð31Þ

Θ1;off ¼ θp1;1→θp1;C1; θp2;C1→θp2;C2; θp1;C2→θp1;G
� 
 ð32Þ

Θ2;off ¼ θp2;1→θp2;C1; θp1;C1→θp1;C2; θp2;C2→θp2;G
� 
 ð33Þ

where C represents crossover or cut points. 2 random parents and cut-points are selected
then the parents segments are merged to form two new offspring as indicated in Eqs. (32,
33). If in random number generation, 2 parents are the same that is p1 = p2 then again 2
random numbers are generated till we get 2 different parents. Same is the case for C1 =
C2. These newly generated offspring are now ready to become the part of elite parent
population, if they pass the evaluation test. This new elite population will then be used to
generate new offspring for further iteration. The evaluation test for the offspring chro-
mosomes is:

Θe ¼ ‖Θoff < Θ‖e ¼ pþ 1→Pf g ð34Þ
where e stands for elite. This means only those offspring chromosomes will be the part of
elite population which has less distance than any of the elite parents’ chromosome.
Hence, after multiple random parent selection and selecting only those offspring who
pass evaluation test, a new elite population is generated. In our case, a constant
population size of 150 was used.

4.2.2 Fitness function

We have used below given fitness function:

J Θ j
� � ¼ argmin

�
F j
avg dj jþ−F

j
avgΘoff

��� ���β ð35Þ

According to the fitness criteria, we are selecting only that particular population, from
the number of populations generated, which has the minimum average distance as
compared to the average distance of original positive training samples. Here β defines
the number of populations generated. We used β = 10 in our experiments. Previously
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we were generating chromosomes population using parent population but here the
population means complete set of elite population consisting of both elite parents and
offspring.

The complete Genetic Algorithm has been summarized below:

4.3 Classification using support vector machines (SVM) and image retrieval

In our experiment, after generating new feature sets from Genetic Algorithm, SVM classifier
[14] was trained on these features. All positive feature vectors belonging to a specific category
were labeled with B1^ while others were labeled with B0^. In this way classifier was trained on
all categories of images. Therefore, when the problem of class association for the query image
rises; only those images which have same class are returned to the user based on the distance
w.r.t query image.

5 Experimental results

This section discuses about databases used, precision/Recall and experiments performed. In
order to prove the effectiveness of our algorithm, several experiments have been performed.

5.1 Databases used

For making a retrieval system, first of all a suitable database is selected. There is no
standard of image database, number of images and type of images in database. We
have used COREL image database set A, Oxford Flowers Dataset, subsets of Caltech-
101 and Caltech-256 for experimental purposes. Databases are easily available and

Genetic Algorithm GA

d
S

D
population size “PS”, method “Gm”

1. for j←1,β do
2. d

Input: positive image sample set , images in database , β (number of generated populations),
Genetic Algorithm

←Genetic Algorithm with elite parents d
3. for k←1,PS/2 do
4. [p1,p2]←rand(2)
5. [C1,C2]←rand(2)
6. ; ;

7.

1, 1,1 1, 1 2, 1 2, 2 1, 2 1,

2, 2,1 2, 1 1, 1 1, 2 2, 2 2,; ;

off PS PS C PS C PS C PS C PS G

off PS PS C PS C PS C PS C PS G

8. if Gm = elitism asymmetric then

9. compute  
offj d

10. else
11. compute  , {1 }

12. compute  

e off e P

( ) argmin( )
off

( )

j j

j j
j d

J F F

J F F

13. end if
14. end for
15. end for

Output: off

( ) argmin( )

d d
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have been used by most researchers. COREL database contains a wide variety of
images. Database has 1000 images which are divided into 10 classes; African people,
beach, building, buses, dinosaurs, elephants, flowers, horses, mountains and food [22].
Each class has 100 images with resolution of either 384 × 256 or 256 × 384. Oxford
Flowers dataset has 1360 images divided into 17 flower categories; each category has
80 images. Images are of varying resolution and dataset was downloaded from [31].
10 categories for each of Caltech-101 and Caltech-256 were used for experiment.
Categories used for Caltech-101 are accordion, airplanes, anchor, ant, barrel, bass,
beaver, binocular, bonsai and brain while categories used for Caltech-256 dataset are
ak-47, american flag, backpack, baseball-bat, baseball-glove, basketball-hoop, bat,
bathtub, beer-mug and blimp. Caltech-101 dataset was downloaded from [3] while
Caltech-256 was downloaded from [4].

5.2 Retrieval precision and recall rates

To evaluate the performance of retrieval system, we have to determine how many relevant
results are achieved when query image is fed to the system. Performance metric used in this
research is precision/recall rates. Precision rate is defined below:

P ¼ Rret

Tret
ð36Þ

where P is Precision rate, Rret is no. of relevant retrieved images and Tret is total no. of retrieved
images. While Recall rate is defined as:

R ¼ Rret

Trel
ð37Þ

where R is Recall rate, Rret is number of relevant images retrieved and Trel is total number of
relevant images.

Results have been calculated after 5 iterations on randomly selecting query images from
each category. 5 query images were randomly selected from each category. Top 20 retrieved
images were used to calculate precision and recall rates.

5.3 Retrieval results

We have performed different experiments. First of all Local Octa Patterns (2nd order)
with neighbors at diagonal 3, 5 and 7 were used. Precision rates observed in this case
have been shown in Fig. 8. COREL Database has been selected initially. It can be
seen easily when neighbors at diagonal (D) = 3 were chosen, highest average precision
was observed. Then a second set of experiments were performed using 2nd, 3rd and
4th order LOcP. Neighbors at diagonal = 3 were considered in this case. Precision
results have been shown in Fig. 9 and it is obvious from the graph that 2nd order
LOcP produces most efficient results. So, the results depict, enhanced efficiency has
been achieved when 2nd order LOcPs are used while considering neighbors at
diagonal = 3.

Our proposed method results have been compared with those of some previous techniques
and improved precision was observed. Comparison of Average Retrieval Rate (ARR) has been
made in Table 1 below. We have taken 2nd order LOcPs and neighbors at diagonal = 3 in
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proposed algorithm for comparison. Same parameters have been used for comparison in next
experiments for other datasets.

In order to verify that GA in our proposed approach increases the retrieval precision, we
have also implemented the approach without using GA. The results in both cases have been
shown in Fig. 10.

Comparison of recall rates of proposed approach with those of previous approaches has
been tabulated in Table 2. Average retrieval precision has also been observed for increased
number of retrieved images e.g. 30, 40, 50 and so on. Behavior observed in this case has been
shown in Fig. 11.

In our 2nd database experiment, Oxford Flowers Dataset has been used. When proposed
algorithm was compared with other algorithms, improved results were observed. Comparison
results have been shown in Fig. 12.
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Fig. 9 Precision calculation using 2nd, 3rd and 4th order LOcPs for COREL dataset
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Fig. 8 Precision while considering neighbors at different diagonal locations for COREL dataset
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In 3rd and 4th experiments, subsets of Caltech-101 and Caltech-256 were used.
Comparison of proposed approach with previous approaches in this case has been
tabulated in Tables 3 and 4. More precise results in proposed approach case can be
observed from the tables.

Table 2 Recall Comparison of Different image retrieval techniques for COREL Dataset

Category ODBTC
Indexing [12]

CM+
DBPSP [8]

Curvelet+Wavelet+
Gabor [17]

ICTEDCT-
CBIR [38]

SURF+
HOG [27]

Proposed

African people 0.17 0.16 0.15 0.13 0.15 0.18
Beach 0.09 0.20 0.14 0.13 0.15 0.13
Building 0.14 0.19 0.16 0.14 0.16 0.19
Buses 0.18 0.13 0.20 0.18 0.19 0.20
Dinosaurs 0.20 0.11 0.19 0.20 0.19 0.20
Elephants 0.15 0.16 0.15 0.16 0.17 0.17
Flowers 0.19 0.13 0.17 0.19 0.17 0.19
Horses 0.19 0.14 0.16 0.19 0.17 0.19
Mountains 0.09 0.24 0.14 0.15 0.17 0.16
Food 0.16 0.15 0.18 0.16 0.16 0.19
Average Recall 0.156 0.16 0.165 0.163 0.17 0.18
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without GA

Fig. 10 Average retrieval precision with and without using GA

Table 1 ARR Comparison of Different image retrieval techniques for COREL Dataset

Category ODBTC
Indexing [12]

CCM+
DBPSP [8]

Curvelet+Wavelet+
Gabor [17]

ICTEDCT-
CBIR [38]

SURF+
HOG [27]

Proposed

African people 0.85 0.72 0.73 0.63 0.65 0.88
Beach 0.47 0.59 0.72 0.64 0.63 0.65
Building 0.68 0.59 0.79 0.69 0.68 0.95
Buses 0.88 0.89 1.00 0.91 0.90 1.00
Dinosaurs 0.99 0.99 0.97 0.99 1.00 0.98
Elephants 0.73 0.70 0.75 0.78 0.79 0.86
Flowers 0.96 0.93 0.86 0.94 0.96 0.93
Horses 0.94 0.86 0.82 0.95 0.93 0.93
Mountains 0.47 0.56 0.69 0.73 0.67 0.80
Food 0.81 0.77 0.90 0.80 0.80 0.97
Average Precision 0.78 0.76 0.82 0.81 0.80 0.89
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Fig. 12 Comparison of proposed approach with other methods for flowers dataset

Table 3 ARR comparison of different approaches for Caltech-101 dataset

Method Caltech-101

SIFTBoW [33] IFFSBoW [33] IFFSTree [33] IFFSGBR [33] Proposed

ARR(%) 74 66 60 68 84.6

Table 4 ARR comparison of different approaches for Caltech-256 dataset

Method MN-ARM [37] MN-IRM [37] SIS [37] SIMPLIcity [37] MN-MIN [37] Proposed

ARR (%) 22.5 22 21.7 21.5 21.3 31.1
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Fig. 11 Top retrieved images vs average precision for COREL dataset
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6 Conclusion

In this paper we have proposed a content based image retrieval technique for efficiently
retrieving images from a database. The target was to achieve a more accurate algorithm so
LOcPs have been used for feature extraction. In LOcPs, we have used diagonal derivative in
addition to horizontal and vertical derivatives to get the direction of center pixel. This direction
is then used to calculate improved pattern, and the magnitude pattern has been achieved using
magnitudes of derivatives. We have used different order LOcPs; and neighbors at different
diagonal locations were considered, and found that LOcPs with 2nd order having neighbors at
diagonal = 3 produce the most efficient results. Genetic Algorithm has been further applied on
these feature vectors to resolve the class miss balancing problem. The algorithm has been
found more effective than other binary patterns. Proposed algorithm was tested on four
different databases and improved precision and recall results were observed in all cases.
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